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Conference MMA - FLEXIBLE TECHNOLOGIES as well as other
conferences with a long tradition, with its regular holding contribute to the continuity of
application of the scientific results in the metal processing industry.
The last two decades in the world are characterized by very intensive
development of production techniques and technologies. In our country, in addition to the
bad situation in the metal industry in recent years, are still present, as bright spots,
training of personnel and research work. It shows the vitality of research personnel in
the region who wants, with their enthusiasm and persistence, provide a significant
contribution to the development of production engineering in this region, both through
the application of scientific resultsin practice and education of personnel in the field of
production techniques and technologies.
At the Conference are represented current topics of production engineering
with an emphasis on new technol ogies - effects and significance of their introduction into
the production processes, the globalization of production and transfer of technologies .
Conference MMA, as one of the most significant scientific and professional conferences
in this field, aims to gather and exchange experiences of researchers from universities,
institutes and experts from the industry, and thus to contribute to the revival of the metal
processing industry in these regions.
Twelfth International Scientific Conference MMA 2015 - FLEXIBLE
TECHNOLOGIES has been held for the ninth time as an international. So far conference
by number of works, by their quality and by the participation of foreign authors acquired
an enviable reputation among the scientific and professional workers from universities
and industry.
Conference MMA - FLEXIBLE TECHNOLOGIES includes the following
topics:
¢ MATERIAL PROCESSING TECHNOLOGIES
¢ MACHINE TOOLS
¢ METROLOGY, QUALITY, FIXTURES, CUTTING TOOLS AND
TRIBOLOGY

¢ AUTOMATIC FLEXIBLE TECHNOLOGICAL SYSTEMS, CAXx AND
CIM PROCEDURES AND SYSTEMS

¢ OTHER PRODUCTION ENGINEERING TECHNOLOGIES

¢ MECHANICAL ENGINEERING AND ENVIRONMENTAL
PROTECTION

¢ BIO-MEDICAL ENGINEERING

With about 60 papers, of which almost 30% caming from abroad, Xl
International Scientific Conference MAY 2015 - FLEXIBLE TECHNOLOGIESis keeping
the level of the previous conferences. The participation of many authors from home and
abroad, and issues covered in the papers, confirms the efforts for holding the conference
and thus contribute to the exchange of knowledge, research results and experiences of
experts from industry, research ingtitutions and universities working in the field of
production engineering.

On behalf of the Programme and Organization Committee of the Conference
we would like to thank all home and foreign authors, reviewers, as well as ingtitutions
and individuals who contributed to the realization of high-quality program of the
Conference.

Novi Sad, September 2015, Chairman of the Programme Committee
Prof. dr Milan Zeljkovi¢
Chairman of the Organization Committee
Prof. dr Slobodan Tabakovic,
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HYBRID MANUFACTURING;
CUTTING PROCESSESWITH LASER ASSISTANCE

Abstract: Hybrid manufacturing processes are based on the simultaneous and controlled interaction of process
mechanisms and/or energy sources/tools having a significant effect on the process performance. Typical examples
of hybrid processes are cutting processes (turning and milling) with laser assistance, also acknowledged as Laser
Assisted Machining (LAM). With increasing demands for high-strength materials in industry and the recent
development in laser technology, especially in terms of compactness, efficiency and flexibility, LAM processes have
increased considerably during the last years. In this paper the state-of-the-art in the development of LAM systems
for improving the machinability of different hard-to-machine materials are presented.

Key words: hybrid manufacturing, laser assisted machining, machinability, hard-to-machine materials

1. INTRODUCTION

Modern products, especially in the aviation
industry, require high-performance materials that retain
desired mechanical properties even at very high
temperatures. Machinability of materials, which meet
these requirements, is generally poor or economically
unacceptable with the use of conventional machining
processes. For the purpose of improving machinability
and reducing machining costs, newer, hybrid
approaches to the machining of such materias are
being developed. Hybrid manufacturing processes are
based on the simultaneous and controlled interaction of
process mechanisms and/or energy sources/tools
having a significant effect on the process performance
[1]. Laser Assisted Machining (LAM) is a Hybrid
Manufacturing  Process, which consists of a
conventional cutting tool and a laser beam (or more
laser beams) that heats the to-be-machined material
right in front of the cutting tool. Due to the laser
heating the material is softened, which makes the
cutting process easier and in some cases even the
material removal mechanism changes. The changes in
the temperature-dependent  materia  properties
significantly affect the machinability of some hard-to-
machine materials in terms of cutting forces, tool wear,
chip formation and machined surface integrity.

2. LASER SOURCES

There are three types of laser sources used for
LAM, which differ in the active lasing medium: CO,
Nd:YAG and High Power Diode Lasers (HPDL). In
Table 1, the main characteristics of these types of
lasers, including the absorptances for a metallic and a
non-metallic material, are summarized. In terms of
implementation of laser sources in an industrial LAM
process, the most important characteristic of the laser
source is efficiency, combined with the absorptance for
the machined material. For example if we take a CO,
laser, which has 10% efficiency in transforming
electrical power into laser light, and use it for a LAM

process on carbon steel (0.1 absorptance), the final
efficiency of laser heating is only about 1%. Very
important characteristics in terms of implementation in
an industrial process are also the size, rigidity and the
possibility of using fibers for transmitting the laser light
to the workpiece. The latter is a major advance in terms
of flexibility. As seen in Table 1, HPDL-s have the
highest efficiency and CO; laser systems cannot use
fibers for transmitting the laser light to the workpiece.
Interms of sizea1l kW CO,, Nd:YAG and HPDL laser
systems would have the volumes of about 1 mé, 100
dm? and 100 cm?®, respectively. Another advantage of
HPDL-s is that the system needs amost no
mai ntenance.

3. STATE-OF-THE-ART

As stated in [2], work material classes that are well
suited to the application of LAM technology include:
(i) hard and brittle materials such as engineering
ceramics that can otherwise be subject only to cost-
prohibitive abrasive processing, (ii) heat resistant
materials like nickel alloys, (iii) materials with abrasive
congtituents such as high silicon content aluminum
alloys, and (iv) materials with a propensity to
significant strain hardening like austenitic stainless
steels. In this paper, the review of the state-of-the-art in
LAM is divided into five groups of materials:
engineering ceramics, steel, superalloys, composite
materials and cast iron.

3.1Engineering ceramics

Engineering ceramics are known for their high
hardness, brittleness and temperature resistance. Lei et
a. [3] studied LAM of slicon nitride (SisN4) and
determined three mechanisms associated with ceramic
material  removal: (i) oxidation, melting and
vaporization in a workpiece surface layer due to intense
laser heating; (ii) material removal by a cutting tool due
to plastic deformation in a shear zone, which is
characterized by viscous flow of a glassy grain-
boundary phase material and reorientation of the -



CO, Nd:YAG HPDL
Wavelength [um] 10,6 1,06 0,8-0,95
Output power [KW] up to 30 upto3 upto3
Efficiency [%] 5-10 151:5(}'2)) 30-60
Spec. volume [I/kW] 1000 100 0,1
Using fibers Impossible Possible Possible
Operating voltage [kV] up to 20 uptol upto 0,1
Serviceintervals[h] 1000 500 (F) No maintenance
Spec. price [€/W] 75-250 90-400 40-250
Absorptance of SisN4 0,9 0,6-0,8 0,7
Absorptance of carbon steel 0,1 0,35 0,4

Table 1. Types and characteristics of lasers[4, 5]

Si3N4 grains; (iii) segmentation of chips due to the
initiation, coalescence and propagation of intergranular
microcracks. The authors achieved tool life comparable
to that of metal cutting and no surface/subsurface
cracks on machined surfaces. Pfefferkorn et a. [6]
studied LAM of magnesia partially stabilized zirconia
and prolonged the PCBN tool life from 3 to 120 min
and reduced the specific cutting energy from 6,6 to 2,6
Jmm?® by raising the material removal temperature
(Tmr) from 530°C (conventional turning) to 1210°C
(LAM). The authors determined the optimal range of
Tm between 900 and 1100°C. For determining T @
three dimensional heat transfer model was developed
by Rozzi et a. [7] and extended by Tian et al. [8] to
take into account workpieces with complex geometry.
SisNs  workpieces with complex geometry were
successfully machined by LAM. The authors devel oped
aso a 2D multiscale finite element model [9] that
considers the glassy intergranular phase and the SisN4
grains separately. Tian et al. [10] developed a three
dimensional heat transfer model for predicting the
temperature distribution in a laser assisted milling
process. SisNs4 were successfully milled using TiAIN
coated solid carbide end mills with the T being 1200-
1300°C. The authors achieved good surface roughness
of the machined surface and acceptable tool wear.
Yang et a. [11] studied the mechanisms of edge
chipping of SisNs workpieces undergoing a laser
assisted milling process and determined the optimal
range of T, Where edge chipping was significantly
reduced, to be 1300-1400°C.

3.2Sted

Types of steel suited to the use of LAM are high
hardness stedls like tool or bearing steel and steels that
exhibit mgjor strain hardening, like austenitic stainless
steels. Dumitrescu et d. [2] studied LAM of AISI D2
tool steel with a hardness of 60 HRC. They avoided
catastrophic tool failure and extended tool life for up to
100%. Anderson et al. [12] implemented LAM on P550
austenitic stainless steel and due to low absorptance
used two laser sources to heat the workpiece material.
For determining the T the authors adapted the thermal
model from Rozzi et a. [13] to consider two laser
sources. The specific cutting energy was reduced by
25% compared to conventional machining and tool life
of a ceramic tool was extended by 100%. No
detrimental precipitates or changes in hardness were

(F - flashtube-pumped, D — diode-pumped)

found in the machined subsurface. Furthermore, an
economic analysis showed economic savings of 20-50
% compared to conventional machining, even with the
additional cost of operating and maintaining the laser.
Germain et a. [14] studied LAM of 100Cr6 bearing
steel with a HRC of 57. The authors observed a sharp
decrease in the cutting force compared to conventional
turning, an increase in residual stresses towards tensile
and an increase in the fatigue limit of the machined
specimens. Ding et a. [15] studied LAM of hollow
shafts of varying thickness, made of quenched steel
AlSI 4130, with a HRC of 50. The authors developed a
transient thermal model for predicting the temperature
distribution in the hollow shafts and empirical
equations to determine the process parameters for a
given Tm. At a T of 200°C, the authors achieved a
20% reduction in specific cutting energy and no
changes in the machined surface and subsurface
microstructure and hardness. In another paper [16]
Germain et a. report of LAM of 42CrMo4 steel and
propose a numerical thermo-mechanical model that
takes into account the nonlinearities that occur during
chip formation for determining the temperature and
stress fields in the workpiece during LAM. Kim et al.
[17] implemented laser assisted milling on AISI 1045
steel and proposed empirical equations for determining
the temperature of the workpiece materia entering the
cutting zone and the cutting forces. Panjehpour et al.
[18] studied LAM of AlISI 52100 bearing steel with a
HRC of 54 and determined the surface temperature and
the heat penetration into the workpiece can be
controlled more efficiently with the use of a pulsed in
comparison to a continuous wave laser source.

3.3Superalloys

Superaloys are high-temperature materials that
display excellent resistance to mechanical and chemical
degradation in temperatures close to their melting
points. In this chapter LAM of titanium and nickel
based superalloysis presented.

Titanium alloys

Titanium alloys are divided into a, a/p and B alloys,
according to their structure. Generally, a titanium
alloys are more ductile, whereas {3 alloys are stronger
yet less ductile. Germain et al. [14] studied LAM on an
a titanium alloy, Ti6Al4V, and achieved a drastic
decrease in cutting forces, but an increase in residual



stresses towards tensile. Due to tensile residual stresses,
that facilitate the spread of microcracks, the fatigue
limit diminishes dlightly. Attempts of increasing
machinability of Ti6Al4V by LAM with the additional
component of cryogenic cooling of the machine tool
were made by Dandekar et al. [19]. In both cases (LAM
and the LAM/cryogenic combined process), there was a
considerable improvement in the machinability of the
material, in terms of lower specific cutting energy and
machined surface roughness. An optimal T, of 250°C
was established, at which tool life was improved by a
factor of 1,7 and 2 for LAM and the combined process,
respectively. With the combined process, the authors
successfully machined the material with cutting speeds
above 150 m/min, which has potential for high speed
machining of this material. An economic analysis,
based on estimated tool and labor costs, showed a 30
and 40% reduction in overall machining costs for LAM
and the combined process, respectively. Sun et a. [20]
studied laser assisted milling of Ti6AlI4V and achieved
a drastic decrease in feed force compared to
conventiona milling. The feed force was most reduced
when the workpiece material, entering the cutting zone,
was heated to 200-450°C. Rashid et . [21] studied the
effects of laser power in LAM of atitanium {3 alloy, Ti-
6Cr-5Mo-4Al. they established an optimal laser power
of 1200-1600W when using cutting speeds of 25-
125m/min. In an extensive research [22] the authors
examined the effects of feed and cutting speed on
cutting forces and temperature of the workpiece
material in front of the cutting zone. They determined
the optimal laser power, feed, cutting speed and
temperature of the material in front of the cutting zone
to be 1200w, 0,15-0,25 mm/rev, 25-100 m/min and
1050-1250°C, respectively.

Nickel alloys

Nickel or nickel-chrome alloys generaly exhibit
high toughness and strength and are subjected to high
strain hardening. Anderson et al. [23] studied LAM of
Inconel 718 and determined the low absorptance of the
material to the laser light (~0,2) to be reason for the
poor feasibility of LAM on this material. To raise the
absorptance the authors performed experiments with
different coatings and chose the most appropriate one
that rose the absorptance to ~0,8. With LAM, they
achieved longer tool life, lower specific cutting energy
and a two-fold improvement in surface roughness.
Germain et al. [24] studied the effect of cutting tool
material in LAM of Inconel 718 and determined the
ceramic tool are more suitable than carbide tools. The
cutting forces were reduced by 40% in LAM and tool
life of ceramic tools was improved by 25% in
comparison with conventional turning. Shi et al. [25]
developed a three dimensional numerical model with a
new constitutional law for Inconel 718 that takes into
account friction and heat transfer on the tool-workpiece
contact. Tian et a. [10] developed a heat transfer
model, which was already described in the section
about engineering ceramics. By heating the workpiece
material (Inconel 718) in front of the cutting zone to
520°C, the authors achieved 40-50% reduction in the
cutting forces, a more than 50% reduction in cutting

tool chipping and two-fold improvement in machined
surface roughness. Attia et al. [26] experimented on
LAM high speed finish turning of Incond 718 with
ceramic cutting tools. They determined the optimal
process parameters and achieved a considerable
reduction in cutting forces, 25% improvement in
machined surface roughness and an 800% increase in
cutting speed, compared to conventional turning. Ding
et al. [27] studied LAM of Waspaloy and determined
an optimal Tny in the range of 300-400°C. At this T,
the authors achieved a 50% increase in cutting tool life,
compared to conventiona turning. Kim et a. [17]
implemented laser assisted milling of Inconel 718 and
proposed empirical equations for determining the
temperature of the workpiece material entering the
cutting zone and the cutting forces.

3.4Composite materials

Composite materials suitable to LAM are especially
the ones that are composed of a soft matrix with hard
inserts that have an abrasive effect on the cutting tool.
Wang et al. [28] studied LAM of a composite that is
composed of an auminum matrix with Al,Os inserts
and achieved up to 50% reduction in cutting forces,
longer tool life and increase in compressive residual
stresses, compared to conventional turning. Dandekar
et a. [29] studied LAM of a long AlOs; fiber-
reinforced aluminum matrix composite and developed a
two dimensiona finite element model that takes into
account three different materials: AI203 fibers, crystal
grains of the matrix material and cohesive zone
elements. They achieved lower specific cutting energy,
machined surface roughness, tool wear and grain pull-
out occurrence. The authors also determined optimal
machining parameters, T, feed, depth of cut and
cutting speed of 300°C, 0,02 mm/rev, 0,5 mm and 30
m/min, respectively. In another study [30] the authors
studied LAM of a 20% by volume fraction SIC
particle-reinforced aluminum matrix composite. They
determined the optimal machining parameters for
machining this material with a carbide tool; the T,
feed, depth of cut and cutting speed of 300°C, 0,1
mm/rev, 0,76 mm and 150 m/min, respectively.

3.5Cast iron

Cast ironis not the usual material suitable for LAM,
but a study [31] on LAM of compacted graphite iron
(CGlI) was performed by Skvarenina et al. At a Ty of
400°C, carbide tool life was improved by 60%,
compared to conventional turning. An economic
analysis of cylinder liner manufacture showed a 20%
decrease in machining costs.

4. CONCLUDING REMARKS

Many LAM studies were conducted and the
beneficial effect of laser assistance on the conventional
cutting process was demonstrated by numerous authors,
however very few systems were implemented in an
industrial process. In most of the studied cases CO, and
Nd:YAG lasers were used. With the recent
development of HPDL-s and their advantages, which
enable the use of such systems not only in a research,



but also in an industrial environment, the possibility of
mass implementation of LAM systems in an industrial
environment opens up. On the other hand, the laser
industry is evolving quickly in the last years and new
types of laser sources, which would be suited for LAM,
are being developed, for example fiber lasers.
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HIGH-PERFORMANCE METHODS OF DETAIL SURFACE PROCESSING

Abstract: At the automated designing intensive methods of processing of details of machines it is offered to use
domination of properties of relations of technological decisions. On a basis synergetic the approach models of loss
of serviceability of units are considered. Unification of combined treatment of surfaces of revolution and flat
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In a technological system with high energy and
matter concentration, the ion-beam effects are not
fully absorbed by surface layers. At the same time the
dissipation of ion-beam fluxes is not necessary
connected with the dissipative structures formed in
surface layers, but often is caused by a reflection,
refraction, etc. of matter and energy withdrawal from
work area.

1. ENERGY AND MATTER BALANCE
EQUATION

Equations of hydrodynamic field, describing the
technological factors of thermomechanical and
electrophysical machining, should take into account
chemical reactions and physical transformations,
connected with phase transitions and structure
formation. To prove it, let materia density p be
represented in equations of hydrodynamic field by a
sum (Ebeling, 1979, Haken, 1991):

K
P=ZlMi [C;, D

where M; is a molecular mass of i-component, C; isa
concentration of i-component, K is the number of
components in a physical-chemical system.

As a result of transformations/manipulations, a
system of equations of hydrodynamic field will be
supplemented by equation (Ebeling, 1979)
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where v is a flow of matter rate, Fy - density of

diffusion flow of i-component, v, — stochiometric
coefficient of i-substance in r-reaction, w; — rate of r-
reaction, R, — number of proceeding reactions. In the
equation of loca entropy balance, when K

components in a physica-chemical system are
considered, density of entropy flow will be equal to:
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where T is absolute temperature, Fq — density of
thermal flow, Wi - chemical potential of i-
component.

Entropy production will be described by the
equation (Ebeling, 1979):
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where F, is mass force, applied to i-component, Py

— dissipative part of pressure tensor, describing, in
particular, viscous forces.

Entropy production O determines the evolution,
steadiness and stability conditions; therefore different
states of the technological system may be described
by transfer criteria (Haken, 1991).

Stability criteria of ion-beam processes. To
describe cooperative processes in a technological
system at thermomechanical and electrophysical
processing, the Peclet Pe and modified Reynolds Re*
criteria are recommended for use, which describe a
surface layer in solid, elastic, plastic and viscous
states. In ion-beam processing, the functional layers
properties are usually formed under the intensive
influence on free surface of a solid or melted
material, with specified density p, coefficient of
viscosity v, coefficient of temperature conductivity
o, coefficient of volumetric expansion £, coefficient



of thermocapillarity ok , etc. Therefore, to describe
the cooperative processes, in addition to Peclet and
Reynolds criteria, there will be required criteria
characterizing the surface and three-dimensional
flows of matter.

The surface flows due to the thermocapillary
phenomena, caused by surface tension depending on
temperature, are described by Marangoni criterion
(Haken, 1991; Gershuni et al., 1972):
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The rotation of flows, influenced by the natural
convection, with free motion of fluid flows within a
forming layer, is characterized by Grashof criterion
(Lykov, 1967; Reznikov, 1981):
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where g isafreefall acceleration.
Formation of a spatialy periodic system of
toroidal vortexes within a melted layer, caused by

buoyancy force pB gOT, known as Benar cells, is

represented by Rayleigh criterion (Gershuni et al.,
1972; Lykov, 1967):
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The most stable indicator and the most mobile
characteristic of the excitation mechanism, making
the technological medium move, is the ratio of
longitudinal and lateral cell sizes (Gershuni et al.,
1972). In fact, change in boundary conditions does
not affect this parameter, either when vortex flows
are excited by buoyancy forces or when the flows are
initiated by thermocapillary forces. The main exciting
mechanism is changed with the change of the flowing
layer thickness as Type Il phase transition and
resultsin abrupt change of cell sizesratio.

Excitation of toroidal vortexes, making the
Benard convection cells (Gershuni et al., 1972), is
initiated by surface flows, influenced by
thermocapillary forces. Surface flows in a molten
pool are determined by a heating source moving
(Lykov, 1967; Reznikov, 1981). Therefore,
interconnection of layers, flows and vortexes regular
motion, alternating with unstable turbulence and free
convection of flows, is better to analyze with the Pe,
Re, Mr, Gr and RI criteriaused (Table 1).

So, to describe the cooperative processes of
surface layer formation during ion-beam processing,
field equations are valid, supplemented by equations.
It is expedient to represent structural changes and
phase transitions by Mr, Gr and Rl criteria.

2. CONTROL OF
STABILITY

ION-BEAM  PROCESS

Conditions for regular, dissipative structures
formation were analyzed for electron-beam surfacing
of VT9 and VT20 dloys. Cellular structures were
found to be fixed in the surface layer after the ion-
beam heating at g=2...7 kW/cm? specific capacity
during T = 0.2...0.3 s. Smaller specific capacity
impedes the convection flows separation into stable
vortexes due to insufficient temperature gradient in
the melt, those resulting in the dissipative structures
formed; the effect of greater capacity is the same as
above because of too deep melting (Table 1).
Therefore, regular structures are formed only if
affected by a developed electron beam, and the
cellular structures are not formed in the nearby
sections melted by heat conductivity (Shipko et a.,
1995).

The cellular structure is formed in one-phase
pseudo a-aloy VT20 on the basis of liquid
dissipative structures (Shipko et a., 1995). Drop in
size and number of cells in transition zones, as well
as in their longitudinal and lateral dimensions ratio
from 4.1 to 4.5 is indicative of the convective
character of structure formation. Moreover, it is just

Stages I I Il v Vv

Criteria Pe - Re - Mr - Gr - Rl

e S Ll L exOT ] prenT et peDT ftt
condition @ 4 Prv w v v v w
Strucu_Jre Heat conductivity Turbulence of Thermocapilla-ry | Freeflowsand | Spatialy periodic
formation of layersand :

. . flows and streams surface flows layers convection vortexes
mechanisms media

Table 1. Change in surface layer conditions during the structure formation processes



the narrower cells formed by the thermocapillary
force (Gershuni et a., 1972), that are, first, initiated
and then moved to the periphery being described by
the Marangoni criterion Mr. If the intensity of the
electron beam effect is higher, the natural convection,
characterized by the Grashof criterion Gr, having
excited vortex motion under the influence of the
thermocapillary forces, smears vertical dissipative
structures in the center of the heating area. There
aren’t any big, wider toroidal vortexes created by
buoyancy forces and described by the Rayleigh
criterion RI, observed during the flowing by the
electron beam (Shipko et al., 1995). The dissipative
structures formed in a liquid phase are followed by
the intensive redistribution of alloying elements.

Elements, reducing the surface tension, are
accumulated in the corners and next to the cell walls.
Intensive concentration stratification takes place in [3-
phase, proved by the alloyed a''-martensite appearing
in one-phase pseudo a-aloy VT20 in the areas of
cellular structure. Structural parameters of a(a’)-
phase change from a=0.292 nm; ¢=0.467 nm in the
initial state and their close values at partial melting
with slow recrystallization to a=0.295 nm; b=0.529
nm; ¢=0.469 nm (Shipko et a., 1995).

The analysis of the cellular structure surface So
area as related to the total melt area, depending on
specific capacity q and time of heating T (Fig. 3.1),
has shown that the largest area of regular structure S
= 40% is formed at heating with specific capacity
g=2.5 kW/cm? during 1=1.5 s. The surface heating
rate in this case exceeds 2500°C/s and the
temperature gradient in the surface layer reaches 8-10
59C/m (Shipko et al., 1995).

The diagram (Fig. 1) enables to analyze the
dissipative structures influencing the surface layer
formation processes at beam processing. The
technological system equilibrium states, such as an
unstable node transforming in the result of
restrictions into a limit cycle and unstable bow,
varying from zero to maximum, which brings the
system closer to the designed stable state, can also be
observed at el ectron-beam processing.

Thus, the cellular structure forming on the
maximal areais of the unstable node type transferring
into a limit cycle. The cycle is limited, first, by an
extremely deep melting , and, second, by the treated
material transferring from solid into a liquid state.
Surfacing — melting boundary formation is described
as an unstable bow mode. The heat flows moving
from interfacial areain the opposite directions due to
heat conductivity and convection flows stabilize the
technological system in different phases. At that time
the trandational mechanisms of the matter and
energy transfer change for vortex ones in the
interfacial area.

Fig. 1. Dependence of relative surface structure S on
specific capacity g(W/cm?) and duration t(s)

The problem of order and chaos has been
attracting attention for a long time. The task is to
study and describe the collective phenomena which
are observed on transition from disordered to ordered
systems and vice versa. A genera feature of these
phenomena is that a system is becoming more
complex (when heated), it acquires certain
phenomenological features which are difficult to
detect when investigating more simple subsystems.

The interaction of the subsystems determines the
properties of the object. Synergetic properties of the
object and its space-time periodicity are governed by
both the instability and stabilization. But the actual
properties of an object can be predicted and explained
only if specific problems are solved and this solution
is compared with the experimental results.

When these subsystems interact in an open
thermodynamic system, there is observed a self-
organization and appear the macroscopic space-time
structures. As generally accepted, the transition
occurs as a rise of fluctuations. Stochastic
disturbances, rising, go over to the deterministic
cellular motion. This transition occurs only over a
certain range of values of the control parameters.

The above results of the investigation can be
applied to numerous technological environments
having different physicochemical properties. Only
some of them have been investigated so far: liquid
semiconductors and semimetals, certain types of
liquid crystals, ambipolar media, etc. Other media,
such as porous materials, gas-liquid mixtures, and
many others, have to be investigated by the above
method for to study the interaction of properties.

3. CONCLUSIONS

Anaysis of combined surfacing methods that use
diverse energy sources and combine different
operations and stages makes it possible to give the
fundamentals for to control the processes of the
surface layers of the workpieces formation (Kheifetz,
2005; Vitiaz et a., 2011).

1) Greater capacity, energy concentration,
additional degrees of freedom of the sources,



tools, technologica media and surfaced
materials, improved interaction are achieved
through self-organization and is evolutionary.
The processes of the combined electrophysical
and ion-beam surface treatment of workpieces
are determined by cooperative nonlinear
phenomena and effects at various matter and
energy fluxes interaction. Structures of the
workpieces produced, such as phases, layers,
and surfaces, are dissipative, self-organizing and
are inherited in the process of formation and
operation.

2) The structures location is described by boundary
conditions and is determined by the position of
technological and operational barriers, which
can be defined as the second derivative of
pulsed matter and energy transfer in time and
space. The state of structures is described by the
initial conditions and is determined by the
magnitude of the barriers, while the transition
from one state to another should be
accompanied by pulsed matter and energy
transfer that reorganizes the barriers. In the
processes of the workpieces formation and
operation, the open manufacturing system can
be controlled through the interrelated boundary
and initial conditions by changing the position
and magnitude of the technological and
operational barriers.

3) Dissipative self-organizing  structures are
inherited and reorganized during the workpieces
surfacing and operation. It is useful that the
structures be inherited or reorganized into a new
state successively from operation to operation
with minimum pulses of matter and energy
transfer. In  workpiece surfacing the
technological barriers and surfacing operations
should reasonably be arranged in the order
inverse to that of the technological barriers and
actions in the operation stages.

Based on the above given conclusions, the
following stage sequence is advisable in designing
combined physicochemical treatment methods:

1) Selection of chemical elements, compounds,
phases and other states, which provide the
dissipative inherited structures formation,
corresponding to different operation stages.

2) Analysis of possible mutual transformation of
dissipative self-organized structures at al stages
of surfacing and operation.

3) ldentifying the rational initial and boundary
conditions of the manufacturing system
operation and the respective positions and sizes
of technological and operational barriers.

4) Considering possible variants of barriers
reorganization at different surfacing and
operation stages.

5) Selection of basic treatment techniques,
operation conditions, matter and energy sources,
equipment and tools providing the technological
and operational barriers formation.

6) Study of sources and tools possibilities to
control the barriers reorganization under
production and operation.

7) Making the manufacturing and operation
routing on the basis of chosen manufacturing
technique, operation conditions, sources and
tools.

8) Considering the possible variants for both
different surfacing actions and running-in
overlapping.

9) Determining the rational modes, parameters of
surface formation and operation stage both in all
operations and stages, and at successive change
of operations and stages.

10)Study of possibilities to provide a
manufacturing process with a fluent change of
operations and stages.
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Abstract: Analysis of the self-organization processes in deposition, thermal treatment, deformation, and cutting of
surface layers of items, as well as in combined methods of treatment, i.e. in deposition of coatings and thermal
treatment combined with deformation and cutting, shows that a technological complex can work continuously and
stably in an automatic mode requiring no external control. This gives reasons for the technological complexes
designed as autonomous flexible production modules to be used for combined electromagnetic and

thermomechanical treatment of workpieces.
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The development and manufacturing application
of new processing methods, based on combination of
different kinds of energy or different ways of material
treatment, is a promising trend in machine building.
In general, a system model of a technology is
represented by a combination of three input flows:
matter, energy and information. It is worthwhile to
consider a processing method in the form of energy
and information subsystems. The first one supplies
and converts energy, necessary to affect a work
material in order to change its physical-mechanical
properties, to remove or to deposit material. It is
specified by a processing form. The second one
controls energy and matter flows, providing them in
required quantities to the prescribed place of the
workspace so that certain form, size and properties of
a component surface are ensured.

1. SURFACE LAYER FORMATION, USING
HIGH-PERFORMANCE PROCESSING
METHODS

It would be reasonable to consider processing as
some energy system, affecting an intermediate
product for to provide a transition from one state to
another, corresponding to a new quality (Kheifetz &
Chemisov, 2002; Ryzhov & Averchenkov, 1989).

This effect is achieved in severa stages. At the
first one, the supplied energy is converted into
working energy, Ew, with the help of technological
equipment. At the second one, the working energy is
converted into energy of effect on the treated object,
E«t. At the third stage, the energy of the effect leads
to formation of physicochemica mechanisms, M -ch,
of workpiece processing, which are the main element,
transforming the basic parameters of processing
method (efficiency, energy consumption, surface
quality, etc.).

Thus, the process of treatment (PT) represents a
chain of energy conversion (Poduraev, 1983)

PT ={Ew0 Eetd Mph-cn}. 1)

Shaping processes (Sh) are characterized by the
following components:

Sh ={ Me.s, Fae, Ksch.t.} (2)

and their features are: for Me.s — point, linear and
surface characteristics, volumetric sources; for Fye —
continuous, pulse and impulse action; for Ken: —
rectilinear, rotary, two rectilinear, rotary-translational
motion or its absence

As a result, al methods are, first of al, divided
into three classes: with or without remova of
material and with deposition of material. Secondly,
each class has subclasses, which characterize the
types of energy, material processing. Thirdly, there
are differences in character of physical-mechanical
effect and, fourthly, in the type of applied
instrumentation and in the processing kinematics.

Based on this classification, there are generalized
models of processing method (PM), which are
usually represented by the following anaytic form
(Averchenkov, 1997):

PT:{ Nmt, RAmt Ew, Eeft, Mph.-ch, Kseht, Fde, (3)
Mes, S, G}.

Formulas give rather complete and clear idea
about the structure and composition of processing
and shaping process components. It is convenient to
use them, when developing new technological
procedures and shaping methods, but they do not
alow one to conduct any logical operations and
transformations. To formalize the conditions of
object-oriented formation of new processing
methods, each complex of similar components r; is
described as some set of technological solutions Ri.
This approach (Golodenko & Smolentsev, 1994)



allows each processing method r: to be represented
asatuple

Imt = (rsurf. Fmat, I'ty l'eff.matles, I'mes., lrem, I't, Ik, (4)
rst).

Each element of the tuple is a component of the
corresponding set of technological solutions, i.e.,

{ I’i} =Rior r0R. (5)

The presence of a specific property a in a
technological solution r; is expressed by the
corresponding predicate

Ea(r), (6)

which confirms that the technological solution r;
possesses the property a.

Each property a can acquire range 6q4. Then the
expression

Eu(ri) (B« (7)

indicates that the technological solution ri possesses
the property a and the value of the latter is 6q.

Predicate allows choosing a technological
solution with a given property, the value of which is
determined by formula.

In general, a technologica solution r; is
characterized by a set of properties a,9,...,y, each of
them can acquire different values; that is expressed
by formula

0r (B . O [Ba() X 3 Ber)] CIES() [y

B5)] ... JELr) ([ By)]} - ©)

p=1

A certain interconnection can exist between the
property values of solution r, and not every
combination of them is admissible, i.e, the
technological solution r;, possesses the property o
with the value Ban and the property 9, the value of
which is determined by the set 8s,. This situation is
described by formula

Co (B0
[ Ea(1}) DBan — Ex(r) X (1 B)]. ©

We assume that if any two components of the
processing method possess at least one common
property, then o interconnection of property
generality exists between them. This makes it
possible to organize the selection of technological
solutions by equivalency and preference. Dissimilar
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solutions, the combinations of whose properties
correspond to each other are chosen by the first
characteristic:

(o0 v r[Ea(r) OEa() e =0 ) - (r=r)] ~ (10)

and like solutions possessing the best values of the
required properties are chosen by the second
characteristic

[Ba Oriariz] Ea(rie) OEa(riz) L gith gfiz) — (riz=

(11)
I’iz)].
According, this approach allows to formalize the
search for a technological solution r; by the specific
value of the determined criterion of selection tq:

(65 htg). (12)

Then a combination of predicates of the type
alows to select the solution r; by several criteria of
selection tq, tg, ... , tgq, which correspond to n
different properties of the solution ri. In this case the
condition of selection of the solution r; takes the form

|n] (84; hita). (13)
=1

Use of the expression in problems of selection of
dissimilar  technological  solutions, possessing
different but mutually dependent properties a and o
(i.e., the condition Ea(r;) - Es(rj) is valid) allows to
organize the selection of solutions

Ba O rid

[Ea(r) CEs() (88 it g heta) - (r=r)). 4

However, in general, condition is not valid, since
the interrelations of the properties Ea(ri) - Es(r;), of
the solutions r;, and rj, are often unknown. Moreover,
in substantiating the selection of technological
solutions and the synthesis of combined methods one
must allow for stability of formation of processing
quality indexes and consider the control over stability
of the technological process mechanisms using
feedback. Therefore, it is suggested to use criteria of
self-organization as an object function instead of
specific values of the criteria of the selection ty, to,
... tqn combination, since the conditions, providing
self-organization of surface phenomena and
stabilization of the processing quality indexes
formation are a consequence of the considered
technological system excess structural composition.



The Romanowski relation

R=(\2-k)//2k (15)

2 . | , . .
where 1 p isa Pirson's criterion, k is a number of

freedom degrees, i.e. the value of groups in a studied
row, dlows one to judge the degree of
correspondence of the statistical data to the selected
law of distribution (Paskhver, 1974).

A datistical analysis of quality indexes of the
studied processing methods makes it possible to
distinguish the most substantial technological factors
and to reveal the interrelations between them.
Formation of manufacturing rules of studied
processing methods only from narrow ranges of the
modes, restricted by self-organization conditions,
provides conditions for the quality indexes of a
surface layer stabilization.

In selecting the number of elements and
processes, realized by a technological complex, it
may be expedient to consider the interrelation of
conflicting requirements to a production system on its
reliability and plausibility. The reliability -- stability
and flexibility -- adaptability relation can serve as a
criterion, which alows to decide on a rationd
structure of atechnological complex.

In self-organizing systems the flexibility and
reliability can be controlled by changing the number
of subsystems. Each subsystem i has a dtrictly
defined g1 and a fluctuating with scattered
characteristics g.. The total yield of the system to a
first approximation with account for the adaptability
of the material and information flowsis

qV=q{+q3 . (16)

Assuming that under the conditions of production
g’ is an independent random quantity, we present the
total yield as

Total yield, according to the central limit theorem,
increases in proportion to the number of subsystems
n, whereas the degree of scattering increases in
proportion to the square root +/n , similar to relation.

Thus, it is expedient to create technological
complexes of  high-performance  processing,
providing stabilization of component quality indexes
and automation of control of technological processes,
with  conditions ensured for surface self-
organization.

According to the classification of processing
methods, we consider self-organization in the

processes of deposition, thermal processing,
deformation, and surface layers of components
cutting, as well as in combinations of deposition of
coatings and therma processing with deformation
and cutting in combined processing.

2. PROCESS MIX IN HIGH-PERFORMANCE
COMBINED PROCESSING METHODS

Simultaneous use of several energy fluxes,
transferred to workspace by both a technological
medium and instrumentation with control elements,
sharply increases the efficiency of technological
operations. However, combined use of several fluxes
creates technological limits to stability of combined
methods. Therefore, principally new technological
complexes for combined processing can now be
created on the basis of self-organization processesin
technological systems.

To produce components with technological
complexes, it may be expedient to use thermo-
mechanical and electromagnetic flows of matter and
energy, since the processes of production objects
surfacing, accurate within a micron, have basicaly a
thermo-mechanical character, and electromagnetic
flows (due to their simple formation and convenient
monitoring) are most technological.

We study the whole range of technological
operations.  deposition of coatings, thermal
processing, deformation and surface layers cutting of
components, and the principal combinations of them,
which should be realized by technological complexes
in combined electromagnetic and thermomechanical
processing of components. The method of
electromagnetic fusion is used for deposition of a
surface layer, in which particles of ferromagnetic
powder are aigned with electrode chains in a
constant magnetic field, and, as aresult of electric-arc
discharges, are welded to the surface of the blank.
This method makes it possible to deposit coatings of
only a certain thickness; then the formed layer looses
stability, and protrusions are formed on the surface,
which are destroyed in subsequent discharges. The
process of surface formation is controlled by
electromagnetic flows, which, besides the fixation of
ferropowder particles, provide intense heat release at
places of their contact and, regardless of the
expenditure of powder, control the thickness of the
weld layer, changing its electric resistance.

Local inductive electric-contact heating or
electric-spark discharge, which, beside heating, allow
to aloy a surface layer of components, using
ferropowder particles or introducing additives to the
lubricating and cooling fluids, are used for surface
thermal processing of items. Electromagnetic flows
in workspace are mainly those that allow to control
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both the depth and degree of hardening of a surface
layer in thermal processing.

Ball rollers are used in technological complexes
for deformation hardening and to change the form of
surface layers. In surface plastic deformation,
additional degrees of freedom alow the ball, as a
result of interaction with the processed surface, to
rotate as well as to swing. Without additional heating,
the degree of deformation is small and the trajectory
of a ball has a loop-like character. In heating, the
processed material passes over to a plastic state, due
to which the degree of deformation and the
coefficient of friction increase. This impedes rotation
and decreases the length of, first, the peak-like and,
then, sinusoidal trgjectory of a ball, thus leading to
the decreased intensity of plastic deformation. So the
process of surface plastic deformation can be
controlled by a thermal effect and additional rotation
of aball.

The process of cutting is exercised in the
technological complex by traditional cutters, milling
cutters, emery disks, and a free abrasive in a
magnetic field (Y ashcheritsyn et al, 1996).

When cutting is performed by traditional cutting
tools in processing with preheating, the equilibrium
of temperature softening and deformation hardening
intensities is violated, and the zone of chip formation
loses stability and begins to shift, changing the shear
angle. In this case the process of chip formation can
be controlled by additional displacement of rotating
tools, which does not allow frozen volumes of metal
to fasten on a blade and restores a working part of a
cutting edge, thus preventing a sharp increase of
temperature in a localized volume of chip formation
zone.

At grinding by an emery disk, with greater depth
of cutting in incision or oscillations of the allowance,
the forces of cutting and friction increase, thus
facilitating the active crumbling of the disk abrasive
particles. Due to this, the intensity of the disk wear
and the velocity of crumbled particles transfer
accompanied by heating increase. As a result, the
forces of cutting and friction decrease, thus leading to
a decrease in intensity of crumbling. These
oscillations of intensity enable to control the process
of grinding, restoring the abrasive particles of adisk.

Processing of viscous and plastic materials by an
emery disk leads to its greasing, thus impeding self-
sharpening. In this case, the process of grinding is
controlled by electromagnetic flows in magneto-
abrasive processing, when metal is removed in a
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mechanical-chemical way by unfastened grains of
abrasive powder with a ferromagnetic coating under
constant magnetic field.

3. CONCLUSION

Examination of self-organization processes in
deposition, heat treatment, deformation and surface
layer cutting, as well as when deposition of coatings
and heat treatment are combined with deformation
and cutting in combined processing methods carries
the implication, that a technological complex can
work stably in an automatic mode over a long period
of time and needs no external control. This indicates
that technological complexes should be designed as
the autonomous flexible production modules for
combined electromagnetic and thermomechanical
processing of items.
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MODELING OF THE MAIN CUTTING FORCE IN FACE MILLING HARDENED
STEEL BY ROTATABLE CENTRAL COMPOSITE DESIGN OF EXPERIMENTS

Abstract: The objective of this present study was to present the mathematical model for modeling and analysis on
the effects of process parameters, including the feed per tooth, depth of cut and cutting speed on the main cutting
force in hard milling of pre-annealed tool steel C3840 (EN 90MnCrV8) (hardness 57 HRC) using cemented carbide
inserts. Reliable prediction of milling forces is significant for the simulation of the machinability, cutter breakage,
cutter wear, chatter and surface quality. A central composite rotatable design with three factors and five levels was
chosen to minimize the number of experimental conditions. The predicted values and measured values are fairly
close which indicates that the developed the main cutting force prediction model can be effectively used to predict
the main cutting force from the face milling process with 99,68% confident.

Key words: modeling, main cutting force, hard face milling, DoE

1. INTRODUCTION

Design of experiments (DOE) is one of the many
problem-solving quality tools that can be used for
various investigations such as finding the significant
factors in a process, the effect of each factor has on the
outcome, the variance in the process, troubleshooting
the machine problems, screening the parameters, and
modeling the processes. By using strategically designed
and statistically performed experiments, it is possible to
study the effect of several variables at one time, and to
study inter-relationships and interactions. DOE is a tool
to develop an experimentation strategy that maximizes
learning using a minimum of resources.

Cutting of hardened steel is a topic of high interest
for today’s industrial production and scientific
research. The common disadvantages of hard milling
are excessive tool wear and high cutting forces.
Knowledge of the cutting forces owing to a predictive
model is very interesting with respect to the choice of a
machine tool power, the cutting tools, the optimization
of cutting conditions for a given machining operation
or the control of the occurrence of vibrations.

The aim of this research is to analyse dependence
of the main cutting force F, on three cutting
parameters, namely the cutting speed v, the feed per
tooth f and depth of cut a in the hard face milling
process.

2. DESIGN OF EXPERIMENT

The planning of experiments means prior prediction
of all influential factors and actions that will result
from new knowledge utilizing the rational research.
The experiments have been carried out using the
factorial design of experiments. Response surface
methodology (RSM) is a widely practiced approach for
various fields, particularly in situations where several
input variables influence a quality characteristic of the
product or process. RSM attempts to analyze the
influence of the independent variables on a specific

dependent variable (response).The most popular class
of second-order designs called Central Composite
Design (CCD) was used for RSM in the experimental
design.

In this work, the design of experiments was
achieved by the rotatable central composite design
(RCCD). The RCCD models the response using the
empirical second-order polynomial:

y =bg +byX; +b,X, +bXg +by X7 +0y X7 +bggx] +

Do X Xp +Dy3X X +DygXp X5 +0155% X, X5 1)

where b, b;, by, bj; are regression coefficients, and x;, X
are the coded values of input parameters.

The required number of experimental points for
RCCD is determined:

N=2"+2k+n,=n,+n, +n,=2°+6+6=20 (2

where k is the number of parameters, ny is the repeated
design number on the average level, and n, is the
design number on central axes.

The required number of experimental points is
N=20. There are eight factorial experiments (3 factors
on two levels, 2°) with added 6 star points and centre
point (average level) repeated 6 times to calculate the
pure error.

The theory of the design of experiments and
mathematical statistical analyses use coded values of
input factors of the face milling process. The coded
values of three independent input factors have values
on five levels, Table 1.

Experiments have been carried out according to the
experimental plan based on central composite rotatable
second order design. Experimental design matrix
consisting of experiment run order and coded values of
the process parameters is shown in Table 2.

13



Levels of Cutting speed Feed per tooth EERIR
" . - cut Coded values
factors X1=V (m/min) x,=f (mm/tooth) _
Xz=a (mm)
Highest 54,95 0,444 0,63 1,682 1,682 1,682
High 43,96 0,352 0,50 1 1 1
Average 35,32 0,280 0,32 0 0 0
Low 27,86 0,223 0,20 -1 -1 -1
Lowest 21,98 0,178 0,16 -1,682 -1,682 -1,682

Table 1. Physical and coded values of input factors in hard face milling
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Table 2. Experimental design matrix with coded values

3. EXPERIMENTAL WORK

The experimental work was carried out at the
Department of Production Engineering, the Faculty of
Technical Sciences in Novi Sad. The machining was
conducted on a Vertical-spindle Milling Machine
(,Prvomajska“ FSS-GVK-3) in dry condition. A face
milling cutter with 0125 mm diameter (,,Jugoalat*
G.717), with cemented carbide inserts (,,Sandvik
Coromant” type SPKR 12 03 ED R-WH 3040) with
tool cutting edge angle x=75° and rake angle y=7° was
used as a tool. All of the experiments were conducted
with one insert.

Workpiece material was pre-annealed tool steel
3840 (EN 90MnCrV8) (hardness 57 HRC). Material
composition of workpiece is as follows: C-0,9%; Si-0,3
%, Mn-2%; Cr-0,3%; V-0,15% by wt. Dimensions of
experimental probe is 200x104,7 x50 mm.

The instrumentation package includes a three-force
component dynamometer Kistler (model 9257), based
on the piezoelectric effect and PC based data
acquisition system with LabView 8.0 software. The
samples were sent to a multichannel amplifier for
analogical signals for a better integrity of F,, F, and F,.
Then the data was transferred to a computer with an
AD card to convert the analogical signals to digital
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format for analysis.

Figure 1 presents the cutting forces scheme in one-
tooth face milling (a shaded area is a chip removed by
one tooth per revolution).

A s

-

F
\4
b

Fig. 1. The scheme of cutting forces

The results obtained through experiments have been
presented in Figure 2. To eliminate the influence of
random factors on change forces F,, F, and F,
during one revolution of cutter, requested their average
values. The middle value was based on the values of
cutting force for series of three full revolution of cutter
(Figure 2).
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The main cutting force F, can be calculated on the
basis of measured cutting forces in x and y direction
using the following equation:

F, =-Fssinp+F cosgp 3)

Angle ¢ determines instantaneous position cutter
insert on workpiece.

4. ANALYSIS OF RESULTS

Regression analysis (RA) have been performed
using program package “Microsoft Office Excel”. By
RA analysis the coefficients of regression, multi-
regression factors, standard false evaluation and the
value of the t-test have been assessed, Table 3. The
measured values of the main cutting force and values
obtained by regression analysis (RA) are presented in
Table 4.

SUMMARY OUTPUT Fv
Regression Stabistics
Multiple R 0.99687 1366
R Square 0993752521
Adjusted R Sguare 0.956810877
Standard Error 28.5889685
Observations 20
ANOVA
of 55 s F Significance F
Regression 100 1170072.541 117007.2841 | 1431580973 1.12025E-08
Residual 9 7355962235 B17.3281373
Total 19 1177425.504
Coefficients | Standard Errar t Stat P-vaius Lower 955 Upper 95%
Intercept 4256.953515 ) 6663142241 7016999104 3.62752E-05 2975891732 5535.075291
b1 -F1.77546645 ) 1686450926 -4 524164954 | 0.0014358177 | -107.6643545 -35.86654841
b2 -166593.52032 | 1981.951448 5422920928 1.4633E-058) -21177.30897 -12210.33466
b3 9867 036183 1436.919072 6866800205 733402605 -13117.57295 -B616.499419
b11 0.16360424 | 0.082455293 222672097 0.05297%641 -0.002921901 0.5370131752
bz22 11001.92852 ) 1272.410462 0.640652496 1.18354E-05) 8123536381 13860.32125
b33 3599 BEOST1 383715259 9380574468 BOFAE0E-O6| 2731627303 4457 693839
b12 2371319876 49.34937924 4805166574 0.0009BE735) 1254959361 348 7630391
b13 183.9814492 3819615542 4816753079 0.000951265) 97 57574282 270.3871556
b23 35308.24018 4771.18346 7400310735 4.10206E-05)  24515.07336 46101.407
b123 -7B4.3710939 ) 129.7563753 -5.89081725  0.000231625  -1057.900407 -470.8417807
RESIDUAL OUTPUT
Obsenvation Pradicted Fi Residuals Standard Residuals
1 5181657307 -11.55760548 -0.585912476
2 AB9.8174142) -2.3278193597 -0.115305882
3 3594.8039422 -16.86254064 -0.856995505
4 521.1475855 -8.481755933 -0.431085064
5 7891639827 20.35290933 1.035912865
b BOB. 1466045 22 71727675 1.154551639
71207 79534 11.01045679 0555580268
8 9235178187 1355857974 0689082554
9 519.5637959) -10.64431763 -0.540872116
10 519.5637959 1471688409 0.747850616
11 519.8637559  0.983137621 0045349175
12 519.6637259  14.652059308 0.744657765
13 519.6637259  -36.94537991 -1.979306267
14 519.8637259 -10.87574341 -0.537 4865995
15 579.2140477 ) 4145897378 0.210650123
16 550.B169202 -7.273051253 -0.369635524
17 5828064552 -13.73934044 -0 695269286
18 B97.B27EEES|  1.938643305 0098526933
189 40980242680  47.99549843 2439257007
20 1256696994 -29.7172492 -1.510308481

Table 3. Regression analysis and ANOVA

Mathematical model for the main cutting force was obtained as follow:

F, =4256,98 - 71,77 ¥ -16693,82 [f —9867,04 & + 0,18 ¥* +11001,933* +3599,66 [&°

(4)

+237130v [ +183,98 (W [& +35308,24 3[4 — 764,37 W [T [&
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Input parameters F,(N)

o Values
= (m/\r;in) (mm/];ooth) (mam) exhggﬁiﬁéi‘fal obtained by | Relative
data regression | error (%)

analysis
1 | 27,86 0,223 0,2 506,581 518,169 2,287
2 | 43,96 0,223 0,2 467,489 469,817 0,498
3 |27,86 0,352 0,2 377,641 394,504 4,465
4 | 43,96 0,352 0,2 512,665 521,148 1,654
5 |27,86 0,223 0,5 809,546 789,164 2,518
6 | 43,96 0,223 0,5 828,863 806,147 2,741
7 27,86 0,352 0,5 1218,807 1207,797 0,903
8 | 43,96 0,352 0,5 937,076 923,518 1,447
9 |3532 0,280 0,32 508,919 519,564 2,092
10 | 35,32 0,280 0,32 534,280 519,564 2,755
11 | 35,32 0,280 0,32 518,600 519,564 0,186
12 | 35,32 0,280 0,32 534,215 519,564 2,743
13 | 35,32 0,280 0,32 480,618 519,564 8,103
14 | 35,32 0,280 0,32 508,988 519,564 2,078
15 | 21,98 0,280 0,32 583,359 579,214 0,711
16 | 54,95 0,280 0,32 543,343 550,617 1,339
17 | 35,32 0,178 0,32 569,067 582,806 2,414
18 | 35,32 0,444 0,32 899,766 897,828 0,215
19 | 35,32 0,280 0,16 457,797 409,802 10,484
20 | 35,32 0,280 0,63 1226,980 1256,697 2,422
Average error:2,603

Table 4. Measured values and values obtained by RA

The analysis of variance (ANOVA) and the F-ratio
test have been performed to check the adequacy of the
model as well as the significance of the individual
model coefficients. It can be appreciated that the P-
value is less than 0,05 which means that the model is
significant at 95% confidence level. Also the calculated
value of the F-ratio is more than the standard value of
the F-ratio for F,. It means the model is adequate at
95% confidence level to represent the relationship
between the machining response and the machining
parameters of the face milling process. ANOVA table
for F, also includes the individual model coefficients,
interaction terms and the square terms, where it can be
seen that there are all effects with a P-value less than
0.05 which means that they are significant at 95%
confidence level. The R? value is high, close to 1,
which is desirable.

5. CONCLUSION

The five level rotatable central composite design is
employed for developing mathematical model for
predicting the main cutting force in hard face milling.
The experimentation is carried out considering three
machining parameters, viz., cutting speed, feed per
tooth and depth of cut as independent variables and the
main cutting force. For prediction of the main cutting
force within the selected experimental domain, the
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quadratic model is developed. Regarding the results
RCCD is found to be capable of accurate predictions of
the main cutting force with approximate average
relative error of 2,603%.
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NANOMECHANICAL MODELLING OF A CUTTING PROCESS

Abstract: The Model of cutting process is reviewed based on molecular dynamic. Description of work-piece
modeling, tools and environment modeling has been rendered taking into consideration thermodynamic aspects of
the process. Modeling of the system boundaries has been described with regard to uniqueness of the cutting process.
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1. INTRODUCTION

Nanomechanics  refers  the  study  and
characterization of the mechanical behavior of
individual atoms, atomic-scale systems and structures
in response to various types of forces and loading
conditions.

There are three main methods used for modeling of
the nano processes: Ab initio methods, semi empirical
methods and classical dynamic.

Ab Initio calculations are based on the Schrodinger
equation. The Schrédinger equation cannot be solved
exactly for any molecule with more than one electron.
Thus approximations are used; the less serious these
are, the “higher” the level of the ab initio calculation is
said to be. There are two methods that can be used to
make the problem solvable without introducing any
empirical material parametersithe density functional
theory (DFT) and Hartree-Fock (HF) theory. At least,
in the viewpoint of materials mechanics, the density
functional methods have been more efficient and thus
more popular than the Hartree-Fock calculations.
Structural, mechanical, and electronic properties of
materials obtained by DFT-based calculations are in
general comparable with experimental values, as long
as the relevant computational parameters are properly
chosen. On the other hand, athough Hartree-Fock
calculations provide the high accuracy of results, they
are much more demanding computationally than the
density functional methods.

Semi empirical calculations are, like ab initio,
based on the Schrodinger equation. However, the very
complicated integrals that must be calculated in the ab
initto method are not actually evaluated in
semiempirical calculations. instead, the program draws
on a kind of library of integrals that was compiled by
finding the best fit of some calculated entity like
geometry or energy (heat of formation) to the
experimental values. This plugging of experimental
values into a mathematical procedure to get the best
calculated values is called parameterization. It is the
mixing of theory and experiment that makes the
method “semiempirical”: it is based on the Schrédinger
equation, but parameterized with experimental values (
empirical means experimental) .

Molecular mechanics is based on a model of a
molecule as a collection of bals (atoms) held together
by springs (bonds). Molecular mechanicsis fast.

Only dow motion (slower than thermal vibrations) of
atoms, ions and molecules can be considered, and the
internal electronic structure is ignored. The atoms and
molecules exert internal forces on each other that are
determined by instantaneous values of the total
potential energy of the system. The potential energy is
typically considered only as a function of the system
spatial configuration and is described by means of
inter-atomic  potentials. These potentials are
considered as known input information; they are either
found experimentally or are computed by averaging
over the motion of the valence electrons in the ion’s
Coulomb field by means of quantum ab initio methods.
Numerical methods of solving the classical equations
of motion for multiparticle systems with known
interatomic potentials are collectively referred to as
molecular dynamics(MD). MD is regarded as a major
practical application of the classical particle dynamics.

Here, only the more classical atomistic approach
will be presented.

2. BASIC MACHINING MODEL

Figure 1. represents an often applied model for
MD cutting process simulation, i.e. the orthogonal
cutting layout, and includes the essential elements of
MD modeling. In addition to the material properties
and the interactions between its constituents, the
contact and interface conditions, e.g. between tool tip
and workpiece as well as with their environment, need
to be described.

ENVIRONMENT

Figure 1.

The machining system is supposed to consist of he
workpiece, the tool and the environment . All the three
elements are represented by a discrete body or a
certain material that is described by its chemical
elements and by their coordinates. The coordinates
provide the information about the atomic arrangement,
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i.e. the structure of the material, which could be set up,
e.g. for a metal on the basis of known lattice structures
and lattice constants. The Vc is relative velocity
between the tool and the workpiece.

In nano and micromachining processes the actual
material removal can be limited to the surface of the
workpiece, i.e. to only a few atoms or layers of atoms.
At this range, inherent measurement problems and the
lack of more detailed experimental data limit the
possibility for developing analytical and empirical
models as more assumptions have to be made. On the
basis of atomistic contact models, the dynamics of the
local material removal process and its impact on the
material structure, as well as the surface generation, can
be studied.

Taking into consideration the crystal size of
typica metals, which range between a few tens to
several hundred micronsin diameter, single crystalline
workpiece structures represent reasonable materia
structures for nanoscale cutting simulations as the tool
tip will have to cut over alength of at | east 30,000 unit
cells before reaching a grain boundary area.

Although Figure 1. shows a 2D orthogonal cutting
setup, the choice of materia representation should
aways be 3D. With pure 2D modelsit is impossible to
sufficiently describe the 3D crystalline structure of
metals and, hence, no redistic dip system or
didocation motion seems possible and no redlistic
deformation behavior can be expected.

3. THEMODELLING OF CUTTING
PROCESS INTERATOMIC
INTERACTION

The interactions between particles are specified by
functions that describe the potential energy. Depending
on the complexity of a materia and the chosen
mathematical description respectively, the potential
function may consider many parameters. The goa of
the potential function development is that the
functional description and the material-specific set of
parameters lead to a self-organizing, known structure as
a function of the state variables. This provides the
basis as well as the necessary flexibility for carrying
out not only phase and structure calculations, but also
cutting process calculations at the nanoscale. Potential
functions and sets of parameters have to be specified
for al possible combinations of interactions that need
to be considered. In the following, the principles of the
necessary potential functions will be described using
the widely applied so-called pair potential functions.

The best known pair potential functions is the
Lennard-Jones (LJ)potentials (see equation (1)) for
which the potential energy Vi; isonly afunction of the

separation or bonding distance r = ‘r — 7| ,between
ij i j

v, =4g%%§-§%§§--(1>

There are two parameters, ¢ and € , in LJ potential.
However, using pair-potentials it is not possible to

atomsi andj.
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correctly describe al elastic constants of a crystalline
metal. For a better representation of metals, many-body
interactions need to be included into the function as for
example in the well-known potentials following the
embedded atom method (EAM). In the following, the
Finnis-Sinclair-type EAM potential by Ackland et al.
was employed for the workpiece-workpiece
interactions.

Metallic elements give up their valence electrons
to form a “cloud” of electrons surrounding the atom
nuclei. The valence electrons move freely within the
electron cloud and become associated with several
atom nuclei. The positively charged nuclei are held
together by mutual attraction to the electrons. This
attraction forms a strong metallic bond. The metallic
bonding mechanism is quite different from both ionic
bond and covalent bond, thus a different type of
atomistic potential called Embedded Atom Method
(EAM) has been devel oped.

In the formulation (2), the cohesive energy of
metal consists of two parts: one is the summation of all
the pairwise bonding energy, and the second is the
energy which depends on the volume of metal after
deformation. Compared to pair potentials, the latter part
is the energy necessary to keep the meta in
equilibrium, and corresponds to the elasticity energy,
which is the energy based on the density of the
background electron cloud.

Ei terms the embedded energy, which is the
required energy to embed the atom i into the
background of a local electron cloud at the atom
position i. Introducing notation for the potential energy
Vi of atom i and the total potential energy Ui of the
atomistic system, the EAM formulation can be given as
follows:

v :.ZEi(Pi)J’%,ZZV‘J(rn)”'(Z)

where p; isthe electronic density at the atom position i.
Thisdensity is assumed to be the sum of the electronic
density »;(r;) as follows:
p= 3 ol)-0
i=I[#]

where », (r;)is the electron density distribution of atom j

at he position of atom i, before atom i is embedded into
the electron cloud. In order to obtain the total energy of
the system, we need to determine the pair potentia Vj; ,
the embedded function Ei, and the electron cloud
density function p;. These functions are not calculated
from QM such as the HF method or the electron density
function theory, but fitted from experimental data and
therefore remain in the category of empirical potential.
Fitting these functions usually requires the following
experimental data: lattice parameter, bonding energy,
vacancy formation energy, and an elastic constant.

5. NANOMECAHNICAL MODEL OF THE
CUTTING PROCESS ENVIRONMENT

Most date-of-the-art material removal process
simulations focus on the material removal mechanisms,
chip and surface generation. Besides partially strong
idealizations of the tool and workpiece properties as



well as the direct contact and boundary conditions, so
far fluids have not been included in the environmental
descriptions of workpiece and tool in MD-modeling.
Hence, such an environment represents high vacuum
conditions with no heat convection to an atmosphere or
coolant. Therefore, an extension of MD machining
process simulation has been proposed by considering
fluids together with the tool tip and the workpiece [3].
The extension of MD machining process models by
molecular gas and fluid dynamics (see [4, 5]) provide
an opportunity for enabling a complete energy balance
and for investigating the impact of adsorption and
reaction layers at the workpiece surface and their
contribution to the contact tribology beyond dry-
machining at high vacuum. For this purpose the spaces
above workpiece and tool surfaces need to be filled
with particles that follow fluid particle dynamics. The
fluid-fluid interactions as well as the tool (hard)-
workpiece interactions usually are calculated on the
basis of the Lennard-Jones (LJ) potential function. The
wetting of the tool (fluid-tool) and workpiece surface
(fluid-workpiece) are also described by the fluid-fluid
potential function that represents a weak interaction
like hydrogen bonding in water, but no chemical
reaction.

6. THE MODEL OF MOLECULAR DYNAMIC
UNDER CUTTING PROCESS

Molecular dynamics model of a cutting process
takes into consideration macroscopic, irreversible
thermodynamics and reversible nano-mechanics. The
thermodynamic equations form a link between the
nanomechanical state, a set of atoms and molecules,
and the macroscopic surroundings, the environment.
The thermodynamic equations yield the quantities,
system temperature and hydrostatic pressure of the
model and alow us to determine energy changes
involving heat transfer. In mechanics, it is usua to
consider energy changes caused by displacement and
deformation. By the term “mechanical state” of a
microscopic system we mean a list of present
coordinates (r) and velocities (v) of the constituents [4].
For thisinformation about the state of the system to be
useful, equations of motion, capable of predicting the
future, must be available. As the governing equations
of motion for a system of constant total energy, the
well-known Newton’s equations of motion can be
chosen:

d\:/:;t(t):n:;I<J |fij (rij)...(4)
o).
UG

ij=12,..n
where n denotes the number of
congtituents.

The resulting force on an atom i is expressed by
an integral over all force contributions Fj. Numerically
thisis calculated as a sum over all forces acting on each
atom i (equation (4)). Hence, two bodies at close

nanosystem

distance interact through this sum of force
contributions in the equation of motion. To advance the
atoms in space, the equation of motion has to be
integrated with respect to time, once to obtain the new
velocity and twice for the new position of each atom.
Numerically, this operation is more efficiently carried
out by approximation schemes, for instance using finite
difference operators and the so-called Verlet or
Stoermer agorithm [6, 4]:

(e a) =)+ M)+ 5 ACE ()

vi(t+At):vi(t)+2A—n:[ﬁi(t+At)+ﬁ(t)]---a)

£ - _OU(R.F ...,rn)__.(8)

(3]
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i=1,...,n

With the present initial positions, initial velocities and
applied forces, first the new positionsand then the new
velocities can be calculated. So, given the equations of
motion, applied forces and boundary conditions, i.e.
knowing the current mechanical state, it is possible to
simulate the future behavior of a system.
Mathematically, this represents an initiad vaue
problem. A reasonable distribution of the initial
velocities can be obtained from the Maxwell-
Boltzmann distribution function.

The dynamic development of the atomic system
as a whole determines the instantaneous kinetic state of
the system. By relating the average kinetic energy of
the atoms Exin (with average velocity v), i.e. their
nanomechanical state, to the thermal energy Etnem Of
the system, which is the thermodynamic state, the gas
kinetic definition of the system temperature is adopted:

il 3
B = m%gviz :EkBT = EBpem - (9)

where T is temperature and kg — Bolzman's constant

From equation (9) the temperature T of a 3D
system of atoms can be directly observed or, for a
given reference temperature, the kinetic energy in the
system can be controlled.

Since the initial choice of the atom configuration is
more or less idealigtic, i.e. artificial, it does not fit into
the Maxwell-Boltzmann distribution from the energetic
point of view, the whole system needsto pass through
an initial equilibration phase, during which the atom
configuration adjusts to the invariants of the system,
e.g. tota system energy, volume, pressure and/or
temperature, and thereby aso to the boundary
conditions.

7. THE BOUNDARY CONDITIONS
MODELLING

Since the size of atomistic models is small a large
percentage of atoms are located on the surfaces. These
surface atoms have completely different surrounding
conditions and forces from the atoms inside of the bulk.
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Also, fixed atom boundary can be introduced by
removing the dynamics of boundary atoms, but
keeping the interactions with the freely moving atoms.
The conseguences of such infinitely hard boundaries
for the simulation can be significant as no energy can
be passed through the boundary and phonons will be
reflected at it. The sole use of hard boundaries
represents a poor representation of the surrounding
environment/material. Some of the negative effects of
hard boundaries can be corrected by placing thermally
controlled atom layers between freely moving atoms
and a hard boundary [7,8]. The problem of surface
effects can be eiminated by introducing periodic
boundary conditions (PBC). In a simulation model with
PBC, a given number of atoms move within a supercell
and interact with each other. The supercell is
surrounded by a periodically repeated environment
made up of an infinite number of its own images. Thus,
the atoms in a supercell not only interact with atomsin
the same cell, but with image atoms in adjacent mapped
cells. The supercell can be viewed as a rectangular box,
and the images of this simulation box are aligned
periodically in al directions (Figure 2.). For two
dimensional (2D) cases, each cell has eight neighbors,
and for three dimensional (3D) cases, there are 26
neighbors. The system reacts as if there are identical
systems at both sides of the PBC, exposed to the same
conditions and changes. In practice, the system is
connected to itself, and atoms at one side interact with
atoms on the other side and form a continuous
structure. If deformation in the system requires an atom
to dip across the PBC, it transfers from one side of the
model to the other. Figure 2 shows a sketch of an
cutting process model (the cutting tool on the top of a
workpiece), where a one-axis PBC is considered
perpendicular to the horizontal axis.

—01 motion O«

forces
3 01p»02 30402

Virtual cell Super cell Virtual cell

Figure 2.

A consequence of periodic boundaries is that energy
and phonons are not reflected, but travel through the
system by means of the PBCs. One or two-axis PBCs
can be employed where symmetry axes are available
and the lattice structure allows an undisturbed bonding
through the PBC planes. Additionally, a deformation
compatibility across a PBC has to be ful filled by an
appropriate alignment of preferred dlip systems relative
to the PBCs, in order to avoid artificial deformation
patterns[9.10.11].

8. CONCLUSION
Nano modelling of the cutting process has following

elements:
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e initia configuration is determined by means
of systems atomic coordinate determination

e nano-mechanics is congtituted by means of
atomic interaction

e determination of equation of motion by means
of equation of classical dynamics

* mathematical description is determined by
means of numerical integration (dynamics)

» energy balance of the system is determined by
means of thermodynamics

* boundary conditions are determined by
micromechanical boundaries of the model
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Abstract: This paper examines the value and character of cutting forces in the creep-feed grinding. In order to
identify the impact of cutting forces on the state of the process of deep grinding, according on the elements of the
machining experimental tests were determined dependence of the tangential and normal components of the grinding
forces and ratio grinding force. In comparison with the traditional multi-pass grinding results show the occurrence
of higher cutting forcesin creep-deep grinding, especially normal components.

Key words: creep-feed grinding, cutting forces, grinding force ratio, machining conditions

1. INTRODUCTION

Grinding is one of the most important methods of
machining material. The basic advantages of grinding
are high-accuracy machining and surface quality, the
ability to process hard and machining difficult to cut
materials or complex surfaces shapes[1].

In recent years, in addition to the classic multi-pass
grinding, which is used for finishing operations, high
productivity grinding processes are applied, which
alow the use of grinding in the roughing and finishing
operations [2, 3]. In these highly productive grinding
procedures, increasing cutting speeds and / or depth of
cut, significantly increasing productivity is relatively
small, which has long been disadvantage of the classic
grinding.

Deep grinding, as a representative of the highly
productive grinding processes, increase productivity
and reduce total processing time reaizes one pass
grinding with large depths of cut and low-speed
auxiliary movement of the workpiece [4, 5]. On the
other hand, due to the increase in the length and time of
contact with the workpiece wheels, increases spending
desktop grinding wheels, grinding temperature and
cutting forces.

This paper analyzes the cutting forces in the creep-
feed grinding and experimentally determined mean
values of cutting force of abrasive grains that are
currently in in the grip with the workpiece. Cutting
forces are determined depending on the treatment
regime for two types of corresponding wheels.

2. CUTTING FORCESIN GRINDING

The forces that occur in the processing of grinding
as resistance to penetration into the workpiece by
grinding grain, as a result of plastic deformation in the
cutting zone and friction between the grinding surface
and workpiece [6 , 7]:

F = Faeformation * Firiction (1)

Cutting force one abrasive grain Fg-in and total force
on grinding wheel were created at the same time by the
number of active grains that are catched in the
workpiece. In the research process dynamics
processing grinding is used the total mean cutting

force, because the cutting force of one abrasive grain is
not significant [8]:
Na
F= z Fgrain 2
1

The size and character of the grinding force
depends on machining conditions, characteristics of the
grinding wheel, workpiece material, iffness of
machining system, cooling conditions, the process of
dressing etc.

Due to the greater depths of cut and intense wearing
wheel in deep grinding appears to increase cutting
force. However, as in deep grinding with increasing
depth of cut takes less speed of the workpiece and the
grinding wheel permanently sharp, level of growth the
grinding forces compared to conventional grinding is
not excessively high.

2.1. Mechanism of processing grinding

The cutting process in grinding is achieved through
simultaneously a large number of abrasive grains catch
avery thin layer of material that is placed in the space
between two abrasive grains and pores, Figure 1. When
abrasive grains come out of catch with the material,
chips leave the area under the influence of centrifugal
force, or due to flushing agent for cooling and
[ubrication.

Abrasive
grain  Bond

~Jle.|  Workpiece _m Chip
Fig. 1. Mechanism of processing grinding

Mechanism of processing grinding is different from
other procedures of machining because of the different
geometric shapes of abrasive grains. Therefore, in
grinding each grain has a different and undefined
cutting geometry, which is still unfavorable.

The process of cutting when grinding is defined by
the kinematic and geometrical parameters. Kinematic
parameters are: cutting speed vs and workpiece speed
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v, respectively, feed s if there is movement. The
geometrical parameters are: wheels diameter Ds,
workpiece diameter Dy, depth of cut a, the length of
contact | and average chip thickness hn.

The length of contact of surface grinding is distance
that actively grain exceeds from the moment of contact
with the workpiece exit from a contact:

lc =yalDs ©)

The average chip thickness is imaginary thickness
that each time cutting abrasive grains, and is
determined by:

aly, '
by = 20w - Q' (@)
Vs Vs

where is Z'=all, - specific productivity grinding.

2.2. Components of the grinding for ces

Generdly, in the processing of grinding occurs
resulting cutting forces. For practical reasons, the
resulting force is split into components in severa
interesting directions. In the case of surface grinding,
where there is no lateral movement of the table, usually
resulting force has been divided: tangential (extensive)
component Ft and normal (radial) component Fn.

Tangential component acts in the direction of the
tangent to the surface of the grinding wheel and
workpiece contact, ie. in the direction of cutting speeds.
The normal component acts normally to the surface of
the wheels and workpiece. As the diameter of the
wheels is far greater than the depth of cut, it can be
assumed that the tangential and normal component
supinein ahorizontal or vertical plane, Figure 2.

Y. Wheel

h
P (S

.~ "Workpiece

Fig. 2. Components of the grinding forces

The relationship of norma and tangential
components of the grinding forces is defined as the
grinding forceratio:

-T- (5)
t t

In the previous equation, the components of the
grinding forces are reduced per unit width of grinding
b, referred to as the specific grinding force:

Ft':i

b (6)
F! :i
" p

Tangential grinding force is authoritative for
determining the driving power machine tools, while the
normal force significant from the point of processing
accuracy and high surface quality. These components
of the cutting forces during grinding are determined by
measurement and calculation. To measure applied
dynamometers, to give the exact value of the force, but
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the defined conditions of processing. Calculation of
forces grinding through analytica dependences
obtained for certain processing conditions during
experimental tests, limited test area, while the use of
theoretically derived forms, because of its generality
usually unreliable.

Generally known empirical equation for
determining tangential (main) grinding forces,
analogous expressions by Kronenberg in 1927, reads as
follows[1]:

F¢ = hm KKie (7)

whereis kn - main unit cutting force.

One of the most popular analytical model for
assessing the normal components of the grinding forces
was developed by Werner and is expressed by the
following equation [9]:

, 201
Fr =K %g @ mi™ )
S

where is K - proportionality factor i & - exponent
whose value depends on the specific workpiece
material.

Based on the grinding force can be expressed by
specific grinding energy, which shows how much
energy is consumed per unit volume of materia
removed:

Uu=—=-t—>s=_1 (9)
where is P'=F' s - specific grinding energy.

2. EXPERIMENTAL SETUP
2.2. Conditions of the experimental setup

Workpiece material used in the experimental setup
was the molybdenum high speed steel (HSS), which is
widely used in the industry of cutting tools.
Designation of the selected speed stedl is DIN S 2-10-
1-8. This steel belongs to a group of ledeburite steel
with a microstructure consisting of martensite and fine
mixtures of primary and secondary ledeburite
cementite. The chemical composition of the test
material was: 1,08 % C; 0,22 % Si; 0,23 % Mn; 0,014
% P; 0,019%S; 4,1 % Cr; 1,5% W; 9% Mo; 1,1 % V
and 8 % Co. Measured hardness on all samples ranged
66 + 1 HRC. Experimental samples consisted of tiles
measuring 40 x 20 x 16 mm.

Based on the recommendations, the chosen material
of the workpiece and set the conditions of processing,
were selected two wheels similar characteristics:
wheels »Norton« type 32A54 FV BEP and size
400x80x127 mm, respectively »Winterthur« type
53A80 F15V PMF and size 400x50x127 mm. The
wheels is with high-quality abrasive grain, medium
grain size, hardness soft, open structure with ceramic
binder. All experiments were conducted with sharp
wheels, and sharpening is done with a diamond planer
aignment with a depth of 0.01 mm/speed and
displacement of 0.1 mm/rev.

The machining conditions included variable depths
of cut and workpiece speed. The depth of cut was a =
0.05; 0.1; 0.25; 0.5 ; 1 mm and the workpiece speed



was vy = 2.5; 5; 10; 25 ; 50 mm/s. The adopted mean
value of specific material remova rate is Q” = 2,5
mm3/mmis. The wheel speed was held constant vs = 30
m/s.

2.2. Experimental Procedures

Measuring the forces that occur during surface
grinding was done using three component
dynamometer »Kistler Instrumente AG", type 9257.
Used dynamometer works on the piezoelectric
principle, which is reflected in the emergence of
electricity on the surface of the crystal plate embedded
in the dynamometer when the same force is exerted
pressure. Electricity is amplified by means of
amplifiers capacitive "Kistler 'type CA 5001 and theniis
converted into DC voltagein sizefromOto 10 V.

Measurement, analysis and control of the grinding
force was performed using the information of the
measuring system [10], where data acquisition is
implemented by AD cards and cash integrated software
package, Figure 3. The set information measurement
data acquisition system is characterized by a high
degree of accuracy, reliability, speed of response and
the ability to reproduce measurement results. Allows
real-time measurements, timely intervention if they
appear illogical results, as well as comprehensive and
rapid processing and analysis of results.

Fixture

CREEP-FEED
GRINDING MACHINE

AMPLIFIER
g5
F, || F A/D ‘%g
W v CONVERTER as
Yy

SCREW-TERMINAL | Analog
BOARD signal — TE—

SYSTEM
PRESENTATION

Fig. 3. Information system for measuring and
processing of cutting forces during surface
grinding

3. RESULTS

The measured values of the normal and tangentia
grinding force, depending on the mode of processing
elements, point to a very reliable and safe measurement
of the force components in the flat deep grinding. An
example of measurement results of the cutting force
during deep grinding, two wheels with similar
characteristics but different manufacturers, is shown in
Figure 4. It can be concluded that for the same
processing conditions obtained different values of force
components sanding, or about the same dynamic
character.

Figure 5 and 6 are given depending on the specific

components of cutting forces, as well as ther
relationship F'w/F't,, depending on the cutting depth and
workpiece speed for two selected wheels. With
diagrams shown it can be concluded that with increased
cutting depth grinding forces are rising and decrease
with increasing rotation of the workpiece.

12,5
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Fig. 4. Value and character of the measured tangential
grinding force components
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Changing of cutting force in grinding, depending on
the elements of the treatment regime, and a constant
specific productivity of grinding, is shown in Figure 7.
The diagram shows that compared to conventional
grinding, in creep-feed grinding appear higher cutting
forces.

The ratio of normal and tangentia grinding forces
moved to within 2-4, except that higher values related
to creep-feed grinding.
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Fig. 7. Changing the cutting force depending on the
elements of the treatment regime for creep-feed
grinding

4. CONCLUSIONS

Based on the conducted experimental research and
analysis can be performed the following conclusions:

« When creep-feed grinding reduces processing time,
but also increase the cutting force;

« Cutting forces primarily depend on the type of
workpiece material and elements of its processing;

« Cutting forces during creep-feed grinding, due to a
greater number of active abrasive grains into
engagement with the workpiece material, are
significantly higher compared to conventional grinding;
- the grinding forces, the increasing length of contact
of the grinding wheel and workpiece material, with
increasing depth of cut growth;

- increase the speed of the workpiece grinding forces
decrease because it reduces the cross-section of the
affected layers of material by grinding grain;

« In creep-feed grinding can be observed greater
grinding forceratio;

Cutting forces during creep-feed grinding allow
identification of the energy balance of machine tools
and estimation of the level of accuracy in different
processing conditions;
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THE INFLUENCE OF ABRASIVE WATER JET PROCESSING PARAMETERS
ON REACTION FORCE

Abstract: Abrasive water jet is one of the newest unconventional methods of processing, which is now increasingly
used for making different parts and processing of different materials. A tool that performs processing is abrasive
water jet, produced by the abrasive grains mixed with pure, high pressure, water jet. Thus, the abrasive grain
acquire speed, and abrasive water jet occurs. Abrasive grains in the water jet have great kinetic energy, but it is still
a very small part of that energy in cutting use. One way to determine the coefficient of efficiency of abrasive
waterjet cutting is the monitoring of reaction force when cutting materials.

This paper presents a method for measuring the reaction force in processing with abrasive water jet. Also, this
paper shows the influence of various abrasive water jet processing parameters (such as operating pressure,
abrasive flow, traverse speed and material thickness) on reaction force.

Key words: abrasive water jet, processing parameters, reaction force

1. INTRODUCTION

Abrasive  water jet is the most recent
nonconventional cutting technology used in a very
large area of industrial applications. It was first time
patented in 1968. by Norman Franz, researcher at
University of Michigan, USA. Abrasive water jet
processing has many advantages such as: no heat
affected zone, high machining versatility, high
flexibility, quick machining and small cutting forces
[1]. It is used in processing of different materials such
as steel, stone, brass, titanium, aluminum, any kind of
glass and composites and many other materials [2]. The
efficiency of processing depends on several abrasive
water jet process parameters [3]. This paper presents
experimental investigations of operating pressure,
abrasive flow, traverse speed and material thickness
influence on abrasive water jet reaction force.

For a better understanding of the influence of
abrasive water jet processing parameters on reaction
force, it is necessary to understand the principles of
abrasive water jet processing, Fig. 1.

i

|| Inlet Water
Jewel rJ/

_——Abrasive

Guard— ||
‘ Mixing Tube

Fig. 1. Schematic view of abrasive water jet
machining [4]

Energy of abrasive water jet, required for cutting
materials is obtained by pressurizing water to high
pressures (usually up to 400 MPa) and then forming a
high-intensity cutting water stream by focusing through

a small orifice-jewel. A high-speed water jet (nearly
1000 m/s) transfers kinetic energy to the abrasive
particles, which erode the material. Workpiece material
is removed by the action of high-speed water mixed
with abrasive particles.

2. ABRASIVE WATER JET REACTION FORCE

When cutting material by abrasive water jet, the
initial phase of cutting occurs. For this form of cutting
(in which the material thickness is less than the
maximum depth of cut), on its way through the
workpiece, abrasive water jet acts on the material with
some force. That force has the same direction as the
speed of the abrasive water jet, i.e. it is tangent to the
path of the abrasive water jet, Fig. 2. Reaction force by
its intensity and direction is equal to the cutting force,
but having the opposi;te direction.

Fig. 2. Cutting force while processing with abrasive
water jet [7]

When processing with abrasive water jet, reaction
force decomposes into three components; F,, F, and Fs.
F, has two components, F,' and F,", which are
mutually the same very low intensity, but with different
directions, so that the resulting resistance value of F, is
around zero. Because of that, this resistance can not be
taken into consideration. F; is a component of reaction
force that is equal in intensity to force F,, which is the

25



most important component of the cutting force. Thus,
the greatest attention was paid to this component of
reaction force. F; is equivalent to an support motion
resistance in classical processing on a lathe, and its
intensity is equal to the force Fy. In general, the
diagram change of resistance F; with the time of
cutting has a shape such as this illustrated in Fig. 3.
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Fig. 3. Diagram of reaction force F; [8]

The Fig. 3 shows that the reaction force F; has its
own dynamic and static component. Only the static
component of reaction force has been analyzed in this
paper. Due to the dynamic nature of abrasive water jet
processing, reaction force has an extremely dynamic
character. In some cases, it may manifest with
significant deviation of reaction force signal, from its
mean value.

Reaction force was measured using a three-
component dynamometer for turning, KISTLER Type
9265A1, Fig. 4. Reaction force were measured for
samples of X5CrNi 18-10 with various thicknesses.

<Hip o

a 1

Fig. 4. Measurement of reaction force in abrasive water
jet processing [8]

3. EXPERIMENTAL RESEARCH

Aim of the conducted experimental research was to
define the influence of operating pressure, traverse
speed, abrasive flow and thickness of material on the
reaction force during processing with abrasive water
jet.

Variable parameters in experimental research were:

— Traverse speed — v.: 30, 50, 70, 90, 100, 110 and

150 mm/min,

— Operating pressure — p: 270, 320, 380 and 413
MPa,

— Abrasive flow — m,: 200, 300, 350 and 400
g/min,

— Material thickness—s: 5, 10, 15, 20 and 25 mm,
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Constant parameters in experimental research were:
— Distance of the cutting head from the sample
surface — hg=3 mm,

— Sample material - X5CrNi 18-10,

— Jewel diameter —d, = 0.3 mm,

— Mixing tube diameter— d; = 1.02 mm and

— Abrasive - Garnet #80.

Fig. 5 shows the workpiece in dynamometer during
experimental research.

Cutting
head
Fx, Fy, Fz,
dynamometer

LS Y
Fig. 5. Workpiece in dynamometer during experimental
research [7]

The measuring chain for measuring of reaction
force is shown in Fig. 6. It consists of three component
dynamometer KISTLER Type 9265A1, measuring
intensifier KISTLER Type Ca5001, AD converter Burb
Brown type 2000 and the computer PC/AT. Signal
acquisition of reaction force component was carried out
with 300 Hz in a time interval of 10 seconds, using LT
software/control v.5.02.

Fig. 6. Part of measuring equipment for experimental
research [7]

4. RESULTS OF EXPERIMENTAL RESEARCH

In Fig. 7 is shown recording of the measurement
signals of reaction force Fy, i.e. its change with time. It
can be seen that an increase in the value of the reaction
force component F; occures when cutting of sample
with abrasive water jet begins. Values rise until the
abrasive water jet is not completely cut through the
material. After that point (about nine seconds from
beginning) there is no further increase in value of the
component of reaction force.
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Fig. 7. A record of reaction force measurement signal,
p =413 MPa; v, = 50 mm/ min; m, = 400 g / min

In Table 1 are given the values of reaction force
component F;, which are measured while the
processing of samples of different thicknesses with
different processing parameters values.

p, Ve, Ma, S, Xos Fln
Sample MPa|[mm/min|g/minfmm|{mm| N
1. [270 [50 400 20 |3 [0.97
2. 320 |50 400 20 B [2.12
3. 380 |50 400 20 |3 [1.92
4. 413 |50 400 20 |3 [1.98
5. K413 |50 200 20 3 [1.86
6. 413 |50 250 20 B3 |2.05
7. 413 |50 300 [20 3 [1.81
8. 413 [50 350 [20 B3 [1.76
9. 413 |50 400 |20 |3 |1.86
10. 413 30 400 20 |3 [1.43
11. 413 [50 400 |20 |3 |1.98
12. 413 |70 400 20 |3 [2.85
13. 413 |90 400 20 |3 [1.98
14. 413 [110 400 20 |3 [3.45
15. [320 [50 300 [20 3 [1.85
16. [270 30 200 20 B [15
17. 413 150 400 b |3 [1.57
18. 413 100 400 b B 1.1
19. 413 |70 400 |5 |3 1093
20. 413 (100 400 |10 3 [2.15
21. 413 |70 400 (10 B [1.4
22. 413 |50 400 |10 |3 [1.02
23. 413 [100 400 |15 3 [|3.64
24. 413 |70 400 |15 |3 [2.23
25. 413 |50 400 |15 |3 [1.38
26. 413 [100 400 25 |3 [1.58
27. 413 |70 400 25 B [3.34
28. 1413 |50 400 25 |3 [2.53

Table 1. Measured values of reaction force
component F;

Influence of some abrasive water jet processing
parameters on reaction force component F; are given in
the following figures. Change of reaction force
component F;, depending on the operating pressure is

shown in Fig. 8. From the figure it can be noticed that
the first measured value at point, p = 270 MPa, quite
differs from the other measured values. By observing
other measured values, it can be said that increase of
the operating pressure leads to a slight decrease in the
value of reaction force component F; [7].
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Fig. 8. Influence of operating pressure on F,

Fig. 9 shows the influence of the abrasive flow on
the value of the reaction force component F,. By
observation of the diagram, it can be seen that the
change the abrasive flow does not significantly affect
on the values of reaction force component F; [7].
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Fig. 9. Influence of abrasive flow on F;

Influence of the traverse speed to the vertical
component of the reaction force F; is shown in Fig. 10.
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Fig. 10. Influence of traverse speed on F;

The Fig. 10 shows that the traverse speed has
a significant influence on reaction force F;. When
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processing with higher traverse speeds, there is a
greater reaction force [7].

The influence of the thickness of the material
which is being processed is also significant, Fig. 11.
From Fig. 11 it can be observed that when processing
with the same traverse speed, reaction force F; has
significantly higher values for processing of thicker
materials [7].
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Fig. 11. Influence of material thickness on F;

5. CONCLUSION

By analyzing the experimental results, it was
found that an increase in the operating pressure leads to
a reduction of reaction force. The influence of the
abrasive flow on the reaction force is almost negligible,
while the traverse speed and the thickness of the
material to be processed have significant influence on
the reaction force. Increase of the traverse speed as well
as increase of the thickness of the material being
processed leads to increase of reaction force.

Also, by analyzing the reaction force
measurement signal, it was observed that with increase
in depth of cut increases reaction force value. The
maximum value of reaction force reaches only when
the abrasive water jet completely cut through
workpiece which has been processing.

For more precisely definition of the influence of
certain abrasive water jet processing parameters on
reaction force, it is necessary to carry out a larger
number of experimental research.
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ULTRASONIC ASSISTED TURNING

Abstract: In this paper a brief review of ultrasonic assisted turning will be presented. This technology allows many
hard-to-machine materials to be machined with greater material removal rate, prolonged tool life and less affected
surface microstructure. Its benefits are beyond dispute and many authors have tested it and graded it as a positive
upgrade for conventional machining process. At the end of the paper a possible technical solution, for ultrasonic

assisted turning, will be presented.

Key words: ultrasonic assisted turning, hybrid machining system, machinability, hard-to-machine materials

1. INTRODUCTION

During ultrasonic vibration assisted turning (UAT),
the cutting tool is induced with small vibrations,
usually couple of microns, and high frequency, around
20 kHz. The result of this movement, is intermittent
contact between the cutting tool and the workpiece.
This leads to generation of cutting force only during
one half-period of vibration. Mentioned force is usually
higher than those during conventional turning (CT), but
average forces in UAT are smaller than those in CT.
UAT is a potential technology suitable for machining
hard-to-machine metallic and nonmetallic materials. It
leads to better surface of the machined workpiece,
longer tool life and more favorable microstructure of
the surface layer. The ultrasonic vibrations can be
applied along any of the three cutting directions or
along any combinations of them [1]. The most positive
effect has been found to be generated during applying
vibrations in the tangentia direction, that is in the
direction of the cutting force.

Main condition which has to be met, for vibration

assisted cutting to take effect, is that the cutting speed
have be greater than vc<2maf, in which a is an
amplitude and f is the frequency of vibrations.
In this paper a short review of existing literature will be
presented. Review papers for this area exist [2] but
older dated so many of the new improvements in this
field are not mentioned. This gap is intended to be
partly filled by this paper.

Ultrasonic vibrational cutting is long known and
one of the first papers were [3] and [4]. As the time
went by, the topic started expanding and soon many
authors accepted the idea. For example influence on
surface roughness in turning with ultrasonic vibrating
tool has been later done by [5]. But the idea hit its peak
only recently, with the development of technical
equipment, mostly electronic controllers and powerful
personal computers for simulations and modeling. One
of the things that brought novelty is finite element
numerical analysis. Among many areas it was also used
for research on influence of ultrasonic vibrationa
cutting on occurrence of chatter during turning [6]. The
obtained results from the numerical analysis for some
selected points of the stability lobe were compared and

validated against the observed experimental results. It
was shown that ultrasonic vibration can improve the
stability for some cutting conditions, while degrading
the stability in some other conditions. Hence, the
proposed numerical analysis is a valuable tool to aid
the designer to predict the effect of ultrasonic vibration
on chatter stability [6]. Prior that, one paper anayzed
the influence of ultrasonic turning on chatter [7] and
came to the conclusion that chatter is effectively
suppressed irrespective of the tool geometry by
vibration cutting. However, in the case of conventional
cutting the occurrence of chatter was strongly
influenced by the tool geometry. Obviously, vibration
cutting achieved a higher cutting stability as compared
with conventional cutting. By applying the vibration
cutting method, the occurrence of chatter can be
reduced significantly [7].

Regarding theoretical basics of UAT, one of the
most in depth paper which is dealing with this subject
is [8]. A kinematics model has been developed in the
mentioned study for the relative movement between the
cutting tool and workpiece in UAT. Among others, the
model predicts that the cutting tool does not disengage
from the workpiece during its cyclic motion and
inevitably rubs and presses againgt the lateral surface
remaining after each revolution of the workpiece. [8].
In the second part of this [9] study, a dynamics model
has been developed for UAT. The model can
theoretically estimate the instantaneous cutting
mechanics parameters and forces at various vibration
frequencies and amplitudes and for different turning
parameters. It is found out that the cutting process is
carried out easier at large rake angles due to the lower
cutting forces in UAT [9]. Third part [10], which is the
final part of this study, is experimentally investigating
claims of hypothesis and models stated in two previous
works. There was a close agreement between the
theoretical and experimental.

2. ELLIPTICAL TYPE OF MOVEMENT
Most equipment used for UAT is based on one
dimensional movement. But the idea has been born to

try and use two-way type of movement. It has been
known as an elliptical type of movement. First to
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exploit thisidea was one group of researchers presented
in [11] and the orthogonal cutting of copper was carried
out by applying the ultrasonic elliptical vibration
cutting. The conclusion was that the chip thickness and
the cutting force are reduced significantly by applying
the elliptical vibration as compared with the
conventional cutting including the conventional
vibration cutting. Also the formation of burrs is
suppressed by the elliptical vibration cutting. The
surface roughness generated by the elliptical vibration
is small (0,02 um Rma), while the geometrical shape
accuracy is better in the eliptical vibration cutting.
Later came other papers, in the area of elliptical
vibrational cutting, carried out by many different
researchers [12] [13] [14] [15] [16] [17]. They al
reported improvements while using elliptical ultrasonic
vibrations.

3. FINITE ELEMENT ANALYSIS

One of many fields in engineering, which benefited
from rapid development of electronic equipment, is
simulation and modeling with finite element analysis.
One of the first ever finite element simulation was 2D
simulation and is presented in [18]. In this paper an
experimental and numerical  (finite  element)
investigations have been carried out to study the
process of ultrasonically assisted turning in comparison
with the conventional turning process. An elasto-plastic
finite element model for ultrasonic turning was
proposed as an enhancement of the model for
conventional turning to explore microstructural
processes at the cutting tool-chip interface for both
technologies. A detailed comparison based on
numerical analyses of the transient stress distribution
during the cycle of ultrasonic vibration and the steady-
state stress distribution in conventional turning has
shown that the mean level of stresses in the process
zone and, consequently, cutting forces were
considerably lower for the ultrasonically assisted
technology, which correlates with known experimental
results. In conventional turning the cutting tool staysin
a permanent contact with the chip throughout the entire
cutting process. In contrast, in ultrasonic turning the
cutter remains in contact with the chip only about 40%
of the time, according to FE simulations.

Upgrade in this field came with first 3D FE model
of UAT that was developed as extension to the 2D
model [19]. Up to then, a 3D FE models were used to
simulate conventional cutting processes. Now it was
used to compare obtained results from experimental use
of UAT and simulated results obtained using FE. One
of the main conclusions was that with the use of the
coolant the cutting force is by 20-25% lower due to
absence of the friction force at the tool—chip interface.
The same is also reported in [20]. Others conclusions
which could be drawn from others investigation in
FEM area [21] [22] [23] was that in ultrasonic cutting,
machining force and workpiece stress vary periodically
and, in most part of the process are significantly less
than those occurring in conventional turning.
Machining force depends heavily on the cutting speed
and increases with an increase in the latter. The effect
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of tool clearance and rake angles in UAT is similar to
that of conventional turning, i.e., clearance angle has no
significant influence on the machining force while rake
angle has an inverse effect. The amplitude of ultrasonic
vibration of the cutting tool has a direct and significant
influence on the machining force.

Some of the researchers focused on temperature
problems in UAT [24]. Temperature distribution was
analyzed in the cutting tool and workpiece during
cutting. While no considerable differences were found
in the workpiece temperatures for CT and UAT, the
cutting tool temperatures were nearly two times lower
for UAT. These differences are explained by reduced
time of the thermal conductance to the tool during UAT
due to the intermittent nature of contact conditions at
the tool-chip interface for UAT. Other researchers have
found similar results[25] [26] [27].

Most of the materials used as a workpiece during UAT
are various types of metals, but some authors focused
their research to non-metals. Test materials of epoxy,
polyurethane foam and mild cheddar cheese have been
used in FE models of ultrasonic cutting due to their
availability and diversity [28]. The diding friction at
the blade and specimen interface has been shown to
decrease markedly under ultrasonic excitation of the
contact surface. Tests carried out using an ultrasonic
block horn have recorded significant reductions in the
coefficient of dynamic friction. The models could be
used to adjust the cutting parameters, such as frequency
and blade tip amplitude, to predict the excitation force
or cutting speed required to cut effectively through
different material layers. The validity of the model
relies critically on an accurate assessment of the
friction condition at the blade-material interface and
accurate material models [28].

Eventually UAT become joined with other hybrid
machining types. So for example in [29] a new hybrid
machining technique called hot ultrasonically assisted
turning (HUAT) is introduced for machining of a beta
titanium aloy. In this technique, hot machining was
combined with ultrasonically assisted turning (UAT) to
achieve combine advantages of both techniques in
turning of intractable alloys. The experiments and FE
model were used to investigate this process in
comparison with three other techniques. The
conclusion was positive for mentioned new technique
and the advice was that it can be used for machining of
hard-to-cut alloys with lower average cutting forces.

4. HARD-TO-MACHINE MATERIALS

The development of new materials such as high-
strength metals, composites and ceramics, which are
very hard, brittle and abrasive, is demanding progress
in the machining techniques. UAT is one of the
promising techniques for machining intractable
materials. These new materialsinclude Ni and Ti based
super aloys, composites, ceramics, glass etc. [30].
Some everyday hard-to-machine materials have been
studied and machined with UAT, for example hardened
steel SCM440 [31], stainless steel [32], low alloy steel
(DF2) [33] and Ti-64 [34]. Others researches are
focused on more complex materials like Inconel 718



[35] [36] [37], Ti-15333 [38] [39] or shape memory
aloy Nitanol [40] [39]. Some focused their research on
materials specially developed for certain purposes like
for example Ti-676-0.9La [41] or Ti-15332Zr-0.9La
[42]. Most above mentioned papers reported
improvement in machinability of materials with UAT.

5. EQUIPMENT DEVELOPMENT FOR UAT

At the Faculty of Technical Sciences, Department
for production Engineering a device is being devel oped
for UAT. This project is being realized with
cooperation with Telsonic d.0.0. Sonotrode, which is
also the toolholder, is made from tool steed SPM10 and
its dimensions are calculated with respect to acoustic
properties given for frequency on which it will operate.
Modeling of acoustic behavior of sonotrode is done in
Solidworks and snasphot of final results is shown on
Fig. 1.
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Fig. 1. Sonotrode, or toolholder, modeled in
Solidworks and result from acoustic analysis

It can be seen that the ratio of input and output
amplitude is 1:1, which shoud be 20 pm on 20 kHz.
Tool insert will be VCGT 11 03 04 type, two pieces
which should provide symetric balance during
oscilations. Through the brass ring the sonotrode will
be mounted on steel holder, Fig. 2, custom made to fit
on Kistler dynamometer and onto the conventional
lathe.

Bracket

Workpiece

\

Fig. 2. Assembly of sonotrode mounted on holder with
Kistler dynamometer

Classical piezo-electric ultrasonic transducer will be

used to drive the sonotrode. Suitable ultrasonic
generator, with enough power to smoothly operate
during machining, will be used.

6. CONCLUSION

Ultrasonic assisted turning is a promising technique
to be used while machining various materials. This has
proven to be most effective on hard-to-machine where
it has reduced cutting forces and prolonged tool life
while making minimal changes on the top layer
microstructure of workpiece material. Its use is aso
justified on soft materials, where it enables the use of
higher machining parameters without deforming the
workpiece, and composite laminated materials, where it
prevents formation of burrs and tearing the material in
the cutting zone.
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OPTIMIZATION OF CUTTING CONDITIONSIN DRILLING OPERATIONSBY
SIMULATION

Abstract: This paper discussed economic aspects of metal cutting conditions in drilling, on the basis: 1. maximum
productivity, 2. minimum matching costs, and 3. minimum matching costs per unit time. The optimal cutting condition
with the set of criteria are given with the ssmulation. For the purpose of computation and efficiency it is requested to

develop the computer program.
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1. INTRODUCTION

The elements of cutting condition have some certain
influence on the machining time and tool life, that have
implication which results in further statement: the cost
of machining depends on both either of machining time
or/and tool life.

Many authors have started from the above statements
in order to determine the optima machining condition
on the lathe and the milling machine [1, 2, 3, 6, and 7].
There were comparatively few attempts to determine the
optimal conditions for the drilling operation.

The optimal cutting conditions are identified on the
different ways, e.g. using linear programing, convex
programing or iterative procedure.

The article considered then the author’s contribution
to the optimal cutting conditions calculation with aview
of economic aspects, developed later using simulation as
a mathematical tool relying on the following criteria: 1.
maximum productivity, 2. minimum costs and 3.
minimum machining cost per unit machining time.

2. METHODOLOGY DEVELOPED FOR
DETERMINING THE OPTIMAL CUTTING
CONDITIONSIN DRILLING OPERATIONS

21Maximal productivity as a criteria for
identification of right cutting conditions

The productivity represents the quantity of work
piecesin unit times[7]
a=,-(1) @)
where the time per piece is
tk =tg+ta+tp+tm+tpz +ti

and tg denote machining time, ta tool changing time
reduced on one workpiece, tp handling time, tm down
time , tpz setup time reduced on one workpiece and ti
idletime.

How is machining time

tg=i- )
Sn
and time to change cutting tool
ta=tz t?g ©)]

after substitution we have
tk:tg[1+%]+B (%)

whereis
B:tp+tm+tpz+ti :COng.

2.2The machining costs as a criteria for proposed
cutting condition deter mination

The machining cost for one operation can be
presented with the sum [5, 8]
Uo=R+M+A (5)
Where the costs are:
e Manpower

R = (1+b) k]_ (tg + ta + tp + tm + tpz + t|) (51)

(k1 is the net wage per minute of workers, and b
coefficient of indirect cost),
*  Machine tool

:% (tg+tattp+tm+tp+t) (5.2
(cm is an initial value of a machine tool including
standard accessories, cost of jigs and fixtures, p is
depreciation rate, F is a work period for machines
specifically, and n is a exploitations time coefficient of
machine tool), and

e Cutting tool

A=A +A+ A; (53)
where cost of change of used tool are

A1 = (1+h) ki ty 2 (5.31)
regrinding cost

Az=(1+b) ko 1o 2 (5.32)
and the depreciation cost of the cutting tool

Ag=-Als (5.33)

ig+1 T

(k2 isthe net wage of regrinding, t2 isthe regrinding time
of cutting tool, b, coefficient of an indirect cost of tool
shop and ip the number of cutting tool regrinding) and
we then obtain the cutting tool cost

33



_ Laql
A= [(1+D) Kty + (L+b) kot + 2]

(5.3")
We now proceed the subgtitution of equations (5.1),
(5.2) and (5.3) in the equation (5) and after arranging we
have the total machining cost

t

Uo=E[B +1t (1 +=E)] @)

where are

- Cmp
E=[A+Db)k+ Fy 100.60)

G=[(L+Db) KLtL+ (L+by) kot + 4]
0
if we put that

we then conclude that
Uo=E[B +tg (1+)] (57)

2.3The machining cost per machining unit time
The machining cost per machining unit timeis

= Yoy (5.1)

01if ey

3. DETERMINATION OF OPTIMAL CUTTING
CONDITION BY DRILLING

Determination of optimal cutting condition by drilling
has the following order:

e Diameter of hole
Oftenest diameter which drilling is known and is equal

D=D;=D, (6)
+  Feed

Maximal value of feed connection with minimal value
of clearance angle on critical place (on peripheral of
cutting edge) can be determined from term [7].

s =GCsDiP (M

where Cs and ps are constants related in function allow
stress of working piece material. However, for smaller
drill diametersit is necessary to determine the allowable
offset value based on its allowed stress resistance,
follows[7]

< (K N1y p;B-x0)/y ’
S< ()" Di )

Where Cy, X, y are constantsand k¢ allowed stress), with
respect on constrains of available feeds, which machine
tool have.
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Smin < Si < Smax (8)

Smin and Smax are value of minimum and maximum feeds
of machine tool.
e Cutting speed

Cutting speed by drilling can be determined from term
[7]

_ CyD¥0yg
vT - M $¥0 (9)

(where Cy, Xo, Yo and m are constants dependent of
cutting tool material and working piece materia, T tool
life of drill and i, coefficient in function of ratio drilling
depth and diameter of drill

e

However, if we will attain tool life T which correspond
total depths of drilling L, that is

_ L oy
Trsn(2)
and
1000 v

n=——(1)

D

cutting speed which correspond different total depths of
cutting L; after substitution (2”) and (1") in term (9) [7]

_ L_i 1000\™ ¢y D¥0™ 1y,
ULL] —_ I 1-m [ _— —Siyo_m

Where by

=7 (10)

U

Lmin < Lj € Linax; Lj imin ™/ =1 (11)

Lmax—J]=2

Number of revolution which corresponds particular of
cutting speed isin function of total drilling depths, i.e.

1000 VLL]'

nij = (12)

Dj

By then must respect constrains connected for available
number of revolution of machine tool

Nmin < Nij < Nmax (13)

(Pmin @nd Nmax are values of minimum and maximum
number of revolution which have machine tool).
e Power needed for drilling

Power needed for drilling can be determined according
to [6]

__ CmD*s¥n
975000

(14)

e.g. by variation of variables

CMDixSiynij

P.. =
Y 975000

(14.1)



taking into account that it must be

Pij<n Pu (15)
(where is Py working power of machine tool motor and
n coefficient of utilization) if

Pij > Pwu (15%)
machine cannot drill with diameter D;, and previous
must be with diameter

Di+1 = 0,6 Di [7]

and procedure must be repeated until condition (15) is
fulfilled.
Taking in to account terms (7), (11) and (15) with
respect of constrains (8), (13) and (15°), (2) and (3) for
time per piece we have

!

tyi: = —
kij Sinij

+ -2 4B

o 4.1)

Total machining cost:

Z+L)

UOij =F (B + Lj/l

(5.2)

Sinij
And after substitution (5.2) and (4.1) we have for total
machining cost per unit of machining time

1 H
E(B+——++—F
U ( Singj Lj/l

oij = Ttz g

sinij Lj/l

(16)

If we use, as abasis for decision making, the following
values of the basic elements are relevant for cutting
conditions and they give further term

UOlij = (Uolij)min (53)
4. FLOW CHART FOR BASIC CUTTING

CONDITIONSELEMENTSDETERMINATION
BY SIMULATION

Flow for determination of optimal elements for
cutting condition by simulation via next criterions: 1.
Maximal productivity, 2. Minimum costs, and 3.
Minimal cost per unit time, isgivenon Fig. 1

CALCULATION
Si(1)and (2

CALCULATION
Vi
ni

/ INPUT / ty= M

L b Uoj=M

j=]+1 I CALCULATION Uoti = M
ti  ; Uej ; Uori

OUTPUT
( thi)min ; Stmr 5 nonar

/

MIN ( Uoi)

QUTPUT
( Uoi)min ; Stmz ; ntusz

OUTPUT
( Uetii)min ; S1M3 ; N1m3

STOP

/

/
/

Fig. 1.0Optimization of cuting condition in drilling operation by simulation



5. CONCLUSIONS

On the basis before mentioned we can conclude;

e amingfor optimal cutting conditionsindrilling
operations can use the previously discussed
procedure based on economic criteria,

« thesuggested simulation method has shown the
great deal of efficiency and is relatively smple
if we compare with those optimal technique in
literature (linear or convex programming,
iterative procedure, €tc.)

« the criteria of minimum cost method per unit
matching timeisaresult of two early presented
conclusion, hasits own elaboration, and

e optimization of the cutting conditions in
drilling operations, based on economic
principles by simulation represent one part of
generaization, in application of the same
criteria of the different kind of machining.
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CREATE SISO STATE SPACE MODEL OF MAIN SPINDLE FROM ANSYSMODEL

Abstract: This paper shows identification of dynamic characteristics of working unit module main spindle, based on
application of APDL ANSYS and MATLAB software. Single Input Single Output (SISO) state space MATLAB model
will be developed from an APDL ANSYS main spindle model. The first step in defining the state space model is to
define the eigenvector elements for all modes for only the input and output degrees of freedom. The next step is
analysing the each mode contribution and sort them from the largest to smallest. One of the modal reduction
technique is then applied, and modes with smallest contribution are simply truncated.

Key words. Main spindle, modal parameters, model size reduction, state space

1. INTRODUCTION

One of the biggest obstacle in work with finite
element models is system size. During a sequence of
FEM analysis of complex mechatronic system like
machine tool is, nodal displacement are computed for
mesh which can have up to 10° even 10° degree of
freedom (DOF). Considering that design process is
very interactive, so FEM analysis needs to be repeated
frequently, it is obvious that perform finite element
analysis repeatedly can be very time consuming.
Although modern computers are becoming more and
more powerful, dealing with such huge modelsis till a
problem. Model order reduction (MOR) techniques
reduces the size of the FEM model while input/output
relationship remains preserved.

Using modal analysis eigenvalues (resonant
frequencies) and eigenvectors (mode shape) are
determined. Since the number of eigenvalues and
eigenvectors is equal to number of DOF, it is obvious
that this is too large to be inserted into state space in
MATLAB model. Therefore, the goal to be achieved is
not only obtaining areliable dynamic model, since such
amodel exist and that is a FEM model. The objectives
to be achieved are:

e Convert a large finite element model (by “large
model” it is assume model with thousands of
hundreds DOF) to a smaller MATLAB model
which still provide correct response for the forcing
input, i.e. sill maintaining the input / output
relationship, Figl,

e Obtained MATLAB model can be inserted into
complex control system models and be used do
define system dynamic.

e Direct transmission matrix

1P

Input matrix Output matrix l
y(®)

L fep e @

System matrix

State space

Fig. 1. Model size reduction

The mathematical model obtained by finite element

method is linear time-invariant model. The entire
structure is described by the mass, damping and
stiffness matrices and can be represented by linear
ordinary  differential  equations with  constant
coefficients. This model can be transformed into state
space representation where a system an n" order
differential equation is replaced with a single first order
matrix differential equation.

When carrying out certain analysis, such as for
example modal analysis, considered system has a
highly complex mathematical model which solving can
take a long time. In order to reduce the time required
for the execution of the simulation, still maintaining the
input / output relationship, different model reduction
technique are applied. Maglie [3] used the FEM model
to determine the relative movement of the tool tip to the
workpiece under the influence of the cutting force.
Maglie [3] presented a platform for the exchange of
data between ANSYS WORKBNCH and simulation
model developed in MATLAB / Simulink in which
further static and dynamic analysis are performed. The
platform integrates modules that contain characteristics
of joints, while set of macros is exporting models from
ANSYS WORKBNCH into MATLAB / Simulink,
including the properties of the joints, stiffness and
damping. Maglie [3] used MOR for ANSYS,
commercial model order reduction software tool for
reading ANSYS files and performing Krylov-based
model reduction.

Vesely [5] andysed the impact of natura
frequencies of the machine tool mechanical structure
on the dynamic behaviour of the feed drive. Machine
tool structure is being observed in two ways: as lumped
mass in one, and as a finite element model in the
second case. Machine tool is modelled as a system of
elastic bodies, and model order reduction of FEM
model is performed by applying Craig — Bamton
reduction techniques. This technique allows the
selection of a certain number of natural frequencies the
reduced model will keep comparing to the original
model, and the selection of so-called "interface" nodes
that are used for coupling with other bodies. Also,
Vesely [5] analysed two methods for determining the
influence of the machine tool structure on the dynamic
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behaviour, the firs way - modal decomposition
technique in which the transformation is performed on
mass, damping and stiffness matrix obtained from the
FEM system, and otherwise - by solving the equation
of motion in modal coordinates.

2. MAIN SPINDLE MODAL ANALYSIS

In this paper, on the main spindle example, Fig.2, is
shown how the model can be transformed from finite
elements into state space representation, how to do
modal reduction sorting modes by dc gain and peak
gain, preform sorted modes modal truncation and
finally find solution in physical coordinates through the
next steps, [4]:

1. Perform moda analysis, and determination of
natural frequencies and mode shapes in ANSYS
(eigenvalues/ eigenvectors),

2. Transformation of the FEM model so that the
modal matrix include only those degrees of
freedom where the force is applied and/or outputs
desired,

3. Analysing the modal contribution of each mode
and sort them in descending order, as well as
reducing the number of modes by modal
truncation including only modes which have
significant contribution to desired response,

4. Create modal state space form equations of
motion,

5. Find solution in physical coordinates in frequency
or time domain.

Fig. 2. Equivalent dynamic model of spindle with
measurement points

Main spindle, shown in Fig 2., is supported by the
two sets of angular contact ceramic ball bearings in
front, SKF S7011 CD/HCP4A and two sets of angular
contact ceramic ball bearings in rear SKF 7008
CD/HCPA4A, ingtalled back to back, Fig2. Vaues of
bearing stiffness depending on the preload are provided
inthetable 1[6], [2].

Preload
Small Middle Big

Front Front Front Front Front Front
brg brg brg brg brg Brg

set set Set. set set set
Radial
stiffness 400 280 560 387 690 475
N/um
Axia

stiffness 69 48 115 82 170 120
N/um

Table 1. Stiffness of bearing [6], [2]

Considering that quill unit moves horizontally (feed
movement), the main spindle assembly has a specific
construction, with free end of the main spindle
relatively large length, [6], [7]. Therefore, it is
especiadly interesting to consider the dynamic
behaviour of the main spindle free end. Fig.3. shows
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main spindle modelled in APDL ANSYS with two
elastic support on the bearing places. The material is
linear isotropic structure steel. Young’s modulus is E=
2*10MPa, Poisson’s ratio is v=0.3, material density p =
7850 N/m. SOLID186 a higher order 3-D 20-node
solid element is used to ssmulate main spindle. Total
numbers of nodes and elements are 85032 and 17167
respectively. When assigned material to model in
ANSYS, the spindle mass is 9.2 kg. Spring damper
element COMBIN 14 is applied to simulate the elastic
support of the two set of bearings. Eighteen elements
was set aong the circumferential direction of the
spindle on each set of bearing, simulating rolling
elements. Since the inertial force and the thermal
expansion of bearing elements affect the balls, an
uneven distribution of contact forces and an uneven
contact angle change occurs. The consequence of the
aforementioned is the uneven distribution in bearing
stiffness, depending on the position of the ball [7].

Fig. 3. Main spindle finite element model

The first ten eigenvalues (Tab. 2) and eigenvectors
for bending motion of main spindle were extracted
using Block-Lanczos method. Each of 10 column of
modal matrix represent the eigenvector for that mode,
normalized with respect to mass. Each row of the
modal matrix show relative motion of points to which
forces are applied and/or for which displacement are
desired (measurement points from Fig. 2).

f1(H2) f, (H2) f3(H2)
154,37 926,92 1641,06

f,(H2)
2351,83

fs (H2)
2538,17

fe (H2)
4533,14

f7 (H2)
5687,47

fs (H2)
6972,75

fo (H2)
8228,99

flO (HZ)
9637,48

Table 2. Eigenvalues for bending motion of main
spindle, Hz

3. MAIN SPINDLE STATE SPACE
REPRESENTATION

In the state space formulation, n second order
differential equations are converted to 2n first order
differential equations. The most general state-space
representation of alinear systemis

X=Ax+Bu

y=Cx+Du (3.1)

where first equation is state equation, and second
output equation, and

X isthe state vector,

uistheinput (or control) vector,

y isthe output vector,

A isthe state (or system) matrix,

B isthe input matrix,

C isthe output matrix,

D is the "feedthrough (or feedforward) matrix" (in
cases where the system model does not have a direct
feedthrough, D isthe zero matrix.

Rewriting the equation 3.1 in matrix form as:



%O 1 0 0 [IxO 000
Ot (3.2)
Ei%g o0 O 1 %%B DOS :
>0 g) 0 -w, —26,0) (%0 E:ME

X= A X +

It may be noted that along the diagonal two sets of
uncoupled first order equations appear in block of 2x2
coefficients, where the first block 2x2 represent
response of the first mode and second block represent
response second mode.

Response of 0 10

thefirst %) oF

mode: L (33)
Response of 0o 1 0 '
the second

mode: %_0)2 —2g20)22E

Damping ratio is known, either to be adopted as a
single value for al modes, or column vector whose
members are individual damping ratio for each mode.
The natural frequencies (eigenvalues) are also known.
This means that the process of determining the
submatrix A can easily be expressed agorithmicaly,
and thus the programmed. Uncoupled equation of
motion of two first modes are

First OwO_ O 1O0x0 000
N [
mode 595 EJ OE%QHFH%D
Second xO_0O0 1 00 000
L = cu
mode B(AE %’(02 _2972“)22%%4%4- %:pZD

The transformation of the dynamic behaviour of
finite elements in the state space involves performing
two types of reduction: reducing the number of DOF of
the FEM model and the modal reduction.

Reducing the number of DOF of the FEM model
means that new model analysed in MATLAB include
only the degree of freedom to which forces are applied
and/or for which displacement are desired.

If the new model still comprises a number of
degrees of freedom bigger than needed, then modal
reduction based on the set of criteria is carried out.
Analysis of the modal contributions of each individual
modes and sort them according to the relative
importance is the criterion for performing modal
reduction.

The procedure is the following: modes are first
ranked on the basis of their relative importance, and
then performs the elimination of modes with a lower
value modal contributions, i.e. modal truncation.
Parameters on which determines the sorting mode is the
damping ratio {. The criteria to be applied for sorting
modes depends on whether the value of the damping
ratio ¢ considered unique or different for each mode.

In the first case the criterion for ranking modes is
“dc gain”, (3.5), while in the second case, the criterion
used for ranking modes is “pick gain” (3.6) [1].

Zj _ i ani Zi

2
F & o

(3.4

(3.5)

Z;

—

DZnjiznki U
2 D
0@ O

Fi

(3.6)

N

Comparing (3.2) and (3.3) can be seen that peak gain is
-90° phase shift at resonance, but to have greater
amplitude for then dc gain. If relative damping has
unique value for all modes, peak gain has larger
amplitude but relative amplitude are the same. That
means with unique relative damping ¢ both methods
give the same order of modes regardless which of the
ranking criterion is applied. If relative damping has
different values for all modes, then peak gain ranking
criterion needs to be applied.

Usually the value of damping ratio is between 0,005
(0.5% of the critical damping) to 0.02 (2% of the
critical damping). If the experimental results are
available, i.e. real and imaginary part of the transfer
function, damping ratio { can be determined for each
mode, and in that case the obtained values of damping
ratio are placed in a separate text file.

Fig.4 shows dc gain value for all modes versus
mode number for direct frequency response function
(FRF) measurement location (X1/F1), and Fig.5 for
cross FRF (X10/F1). If the response is measured at the
same location where force is applied then such FRF is
caled adirect, but if is measured at different location,
thisis cross FRF.

108

1010+

10712

dc value

10-14 L

10-16,

10-18 . . \ \ . . . .
1 2 3 4 5 6 T 8 9 10
mode number

Fig. 4. dc value of each mode contribution versus mode
number, direct FRF (X1/F1)

108

dc value

10714

1 2 3 4 5 6 7 8 9 10
mode number

Fig. 5. dc value of each mode contribution versus mode
number, cross FRF (X10/F1)
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In this case constant damping ratio ¢ = 0.001 was
considered as unique for all modes, so dc gain was used
as a criterion for mode ranking. It can be seen that the
mode 1 and 2 (frequencies 154.37 Hz and 926.92 Hz)
have smaller modal contributions of modes 3,4 and 5.
Accordingly, Fig.6 and Fig.7 show that the first two
frequencies have such low gain that their resonant
peaks are barely visible on the overall response.
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Fig. 6. Direct FRF, all 10 modes included
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Fig. 7. Direct FRF, overlay of each individual mode
contributions

Fig.7 show the overal frequency response with
overlaid SDOF (Single Degree of Freedom) response
of al the individual modes. Fig.8 shows overall mode
contributions for four selected modes. It can be seen
that modes 3,4,5 and 9 have the most significant modal
contribution.
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Fig. 8. Direct FRF — reduced sorted modal truncation
frequency response —four modes included
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Fig. 9. Direct FRF — reduced sorted modal truncation
frequency response —three modes included

If transfer function is plotted for three selected modes,
it can be seen that the most significant modes are
modes 3,4 and 5, Fig.9. However, in the case of cross
FRF, modal contribution of the first four modes is
significantly higher than in other modes, Fig.10. Fig.11
shows overall mode contribution for all ten modes and
four sorted modes for cross FRF (X10/F1). It can be
noted that it is necessary to create at least two different
state space models, the first includes all modes
extracted from ANSYS, and second only desired
number of modes, i.e. reduced number of modes.
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Fig. 10. Cross FRF (X10/F1)- all ten modes included
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Fig. 11. Cross FRF (X10/F1), reduced sorted modal
truncation, 4 modes included




From Fig.11 can be seen that there is an error in the
low frequency portion of the frequencies response. This
is because the influence of truncated modes on dc gain
did not take into account. This influence can be
replaced using other techniques of modal reduction,
which will be the subject of further research.

4. FINAL REMARKS

This paper shows how to take the results of finite
element main spindle model created in ANSYS and
reduce the model size extracting lower order state space
model in MATLAB (model reduction). Then number
of modes can be reduced (modal reduction) by ranking
relative importance of each mode to overall response. It
was shown modal truncation, as one of techniques for
modal reduction. A reduced solution provides very
reliable dynamic of the model with a significant
reduction in number of states.

Reduced mode can be further inserted into a more
complex control system model and used to find system
dynamics.
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ANALYSISSTATIC AND DYNAMIC BEHAVIOR OF HYDRODYNAMIC SPINDLE

Abstract: Becoming more stringent demands with regard to quality of ball bearings, as well as complexity of
physical and chemical process that occur inside of them, which cannot be explained based on theoretical
knowledge, caused intensive development of experimental methods and devices for testing and diagnostic of rolling
bearings. Experimental tests are carried out on special for this purpose intended devices. The most important
element of device is hydrodynamic spindle from who depend the accuracy of device. The objective of thiswork is to
study the static and dynamic behavior of spindle supported by hydrodynamic bearings, using the FEM method.
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1. INTRODUCTION

Experimental results have a major impact both on
the resolving existing problems and the development of
new designs and technologies throughout the life of the
roller bearings, therefore is very important that results
are accuracy [8]. The hydrodynamic spindle system is
the most important element of a measuring device since
its properties are closely related to the accuracy of the
device, because during the test roller bearing is placed
on spindle and every imperfection of spindle will
reflect on results. The dimension of the spindle as well
as the location, the stiffness of the hydrodynamic
bearings, loads of tourniquet and driving system affect
the spindle behavior. For the hydrodynamic bearings,
the journal and the bearing surface are separated by the
diding action with a wedge pressure-generating
mechanism to develop a pressure within the bearing
[4]. So that stiffness depends on the pressure and
thickness of the lubrication film [3], [6]. Spindle used
in precision devices must have low error motion over a
range of operation speeds, small temperature rise and
minimum wear. The above requirements can be
achieved by appropriate choice materia and
congtruction of the spindle and its bearings [2].
Hydrodynamic bearings are characterized by very high
accuracy of work, running smoothness with high
vibrations dumping, simply technology and low cost of
making, economically maintenance and so on.

The purpose of static analysis is validation that the
spindle deformations are in allowed limits and finding
the force in bearings. On the other hand dynamic
analysis is made with am to analyze the dynamic
behavior, for what is used modal anaysis to
determinate natural frequencies and mode shapes as
well as harmonic analysis to determine the response of
certain nodes at the effect of the load. Both analyzes
are carried out using the finite element method.

2. STATIC AND DYNAMIC ANALYZES

The spindle is mounted in a housing of device via
two radia and one axial hydrodynamic bearing for
satisfying the high precision rotating of spindle. The
Fig 1 shows the 3D model of hydrodynamic spindle

system with marked characteristic parts.

axial hydrodynamic
bearing

radial hydrodynamic
bearings

spindle

Fig. 1. 3D CAD model of hydrodynamic spindle
system [7]

Due to smple Axia-symmetric nature of the
spindle system, the spindle is represented by one
dimensiona element type with two nodes BEAM 188,
which is six degree element, based in Timoshenko
beam theory, with circular annular cross-section, which
is suitable for representing the stepped nature of
spindle. Stiffness of hydrodynamic bearings is defined
by equivalent spring-dumper element type COMBIN14
whereby value of initial stiffness both hydrodynamic
bearings are Cr=70 N/um [1]. The front conical surface
of the spindle which is used to accept and positioning
the arbor is replaced with cylindrical surface with the
dimension of middle diameter of cone. The Fig. 2a
shows model described with 16 nodes and 15 elements
type BEAM 188 and 2 elements type COMBIN14 (Fig.
2b).

In reality, the spindle has atotal length of 324 mm
and its outside diameter is variable, on place where is
spindle connected with bearings diameter is 60 mm.
The spindle is connected with front and rear bearing
with the isotropic bearing stiffness designated as nodes
15 and node 16 respectively.

43



1% 54 B & 7 H S 1011 12 13 ‘14
a)
15 16
X
12 3 4 5 6 7b) 8 9 1011 12 13 14
Fig. 2. Spindle described by; a) the nodes, b)
BEAM188 elements

Using ANSYS APDL, a static model was built,
consisting of a solid shaft rigidly connected to arbor
and belt pulley and supported by the bearings
hydrodynamic bearings.

The Fig. 3 shows model for analysis, the same
model will be used for static and dynamic analysis,
only the constraints will be changed.

'L — .
A{Front bearmg} UL 3 2015

15 | Rear bearing
« J

Fig. 3. 3D Representation model of spindle

Material of spindle is 20MnCr5, and his data are
specified in Table 1.

Material 20MnCr5
Modulus of elasticity 2.1E+05 MPa
Density 7.8E-06 kg/mm3
Tensile strength 800 MPa
Poisson Ratio 0.3

Table 1. Spindle material data
2.1 Static analysis

The static analysis is carried out with radial load on
node of finite element mesh where is spindle in contact
with belt pulley (node 14), and axia load on spindle
nose (node 1). Applied forces are the result of the
maximal axial force (Fa=200 N), which acting on the
test bearing and the radial force (Fr=430 N) by the belt
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transmissions.

The Fig. 4 shows deformations in Y direction, the
biggest value of deformations is on the end of spindle,
showed by blue color, what was expected because that
is the place of radial force. The maximum of radial
displacement occurs at the end of the spindle and is
16.9 pm, while the minimum radial displacement
occurs at the spindle nose and is 0.5 um (Fig. 4). On
the place where is spindle connected with a front
hydrodynamic bearing deformation is 5.0 um, and on
the rear bearing place is 12.0 um. Hydrodynamic
bearings are designed with clearance of 20 um, so then
mentioned displacements on front and rear bearing will
not disturb proper work. Force reactions in bearings
are: front and rear bearing F,=203N, and F,=633N
respectively.

Fig. 4 Structural displacement due to loads

The spindle stiffness includes the axial and bending
stiffness. In this operating condition, the axia stiffness
is more important than bending stiffness. The axial
stiffness (C,) of the spindle unit is defined as follows: if
the front part of the spindle generates unit axial
displacement 65, the force required to be imposed on
the direction of the displacement is F.. [5] The static
axial stiffness of the spindle nose can be calculated as:

Ca=%;N/,um

200 @

C, =—— [0111; N/um

°718 .

On the basis of displacement from Figure 4, radia
stiffness of the front (C.) and rear bearing (C:,), under
applied theradial load are:

Cy = 208 _ 40.6; N/um

> 2

633

C, . =——=527,N/um
e 12 H

Similar stiffness values for the given displacements are
shown in the paper [1].
2.2Dynamic analysis

For dynamic analysis spindle is freely supported,
because mode frequencies as well as the natural
frequencies are depend on the system parameters. In



order to find the spindle natural frequencies domain of
the spindle was used finite element model represented
in Fig. 5. Two nodes 15 and 16 are taken all degrees of
freedom, to node 3 where is spindle connected with
front bearing is taken rotational degree around X axis,
and trandation in Z direction, while to node 10 are
taken trandations in X and Z directions, and rotation
around X axis.

- AN
I . UL 6 2015

ELEMENT

Fig. 5. Finite element model for dynamic analysis with
constraints

Reason for that kind of limitationsis radia on front
and radial with axial bearings on rear side of spindle.

Accordingly numerica models were obtained the
results for the first five natural frequencies of model
(represented in Fig. 5.) values are givenin Table 2.

Mode Frequency [Hz]
for 355
foz 504
fo3 5088
fos 5580
fos 9000

Table 2. Natural frequencies of the spindle

Based on the calculated values, plotted are the mode
shapes for corresponding natural frequencies. Vibration
modes according third and fifth natural frequencies are
represented, Fig 6 shows third, and Fig. 7 shows fifth
mode shapes. We can observe that the first spindle
natural frequency of the spindle is about 355 Hz
corresponding to 21300 rpm, and it is much higher than
maximum spindle speed which is 1800 rpm.

- |

Fig. 6 Third natural frequencies of the test spindle

L_X / ’

Fig. 7 Fifth natural frequencies of the test spindle

The spindle is modeled as a stationary reference
frame where the general dynamic equation includes the
rotational effects asfollows:

MIY+F I K =E) (3
Where:
[M] = Structural mass matrix
[G] = Gyroscopic effect originated from the
rotational angular velocity applied to the
structure
[K] = Stiffness matrix
[F] = External force vector

In this paper, damping is not considered.

In the considered frequency interval 0 + 10000 Hz,
given by modal analysis, was performed harmonic
response analysis spindle at the effect of loads. The
Fig. 8 shows the displacement of characteristic nodes
of spindle.
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Fig. 8. Harmonic responses of characteristic nodes on:
a) spindle nose (node 1), b) the front bearing (node 3),
¢) the rear bearing (node 10), d) the end of spindle
(node 14)

The Fig. 8 shows harmonic response of the
characteristic nodes, and can be seen that maximum
responses are different for each node. All the maximum
values are taking place above operational frequency of
30 Hz what corresponding to 1800 rpm. So in the
normal conditions, the deformations will be with the
limits.

3. CONCLUSION

The spindle made of multiple steps is modeled and
analyzed for different boundary conditions for static
and dynamic analysis. The analysis summary is as
follows.

Initial static analysis shows minimum, maximum
and deformations of significant parts of spindle, as well
as the forces in both hydrodynamic radial bearings. The
vaue of spindle diffness is validated through
theoretical calculations.

Modal analysis carried out with bearing supports
under flexible conditions shows that natural frequencies
of spindle are a much bigger than the operational
frequency, so than they can not endanger measuring
process.

Harmonic response analysis of characteristic nodes
represented along with natural frequencies, shows that
the maximum values of displacement are different for
each node, because they are depended of vibration
bending mode.

All the results shows that device can operate safe
and accurately with the given bearing values and
spindle dimensions.
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MEASUREMENT TECHNOLOGIESAND MACHINING ERRORS

Abstract: The ultimate goal of performing measurement in a manufacturing system is to gain close control of the
machining process based on tolerance requirements and to adjust process errors as they occur. The key issue is to
connect machining and tolerance requirements. What to measure and when to measure is another critical issue. The
paper presents a short introduction in a closed-loop manufacturing from the basic methods of measurement
technologies and a shorter description of the machine errors.
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1. INTRODUCTION

Manufacturing operations are driven by cost
requirements that relate to the value of a particular
product to the marketplace. Given this selling price, the
system works backwards to determine what resources
can be alocated to the manufacturing portion of the
cost equation. Then, production personnel set up the
necessary resources and provide the workpieces that
are consumed by the market. Everyone is happy until
something changes. Unfortunately, the time constant
associated with change in the manufacturing world has
become very short. Requirements often change even
before a system begins producing parts, and even after
production is underway there are typically many
sources of variability that impact on the cost/quality of
the operation. Variability associated with scheduling
changes are to be accommodated by designing
flexibility into the basic manufacturing systems.
However, the variability that is related to changing
process conditions are best handled by altering system
performance at a more basic level.

Error conditions often occur where one or more
process parameters deviates significantly from the
expected value and the process quality degrades. The
sensitivity of the process to these variations in
operation conditions depends on the point in the overall
manufacturing cycle at which they occur as well as the
specific characteristics of a particular process
disturbance. Amplitude, a frequency of occurrence, and
a direction typically characterize these process errors
[2, 3]. In a machining operation, the typical result is a
lack of synchronization between the tool and part
locations so that erroneous dimensions are produced.

Over time, the amplitude of process errors is
typicaly limited to a specific range either by their
inherent nature or by the operator’s actions. For
example, shop temperature profiles tend to follow a
specific pattern related to cutting forces, and cutting
tools are replaced as they wear out. As multiple process
error sources interact, the result is typically a seemingly
random distribution of performance characteristics with
a given “normal range” that defines the routine
tolerances achievable within a given set of operations.
On the other hand, trends such as increased operating
temperatures due to a heavy workload, coolant

degradation, and machine tool component wear, have a
non-random pattern that continue over time until an
adjustment is made [2].

One solution to the problem of process variation is
to build a system that is insensitive to all disturbances;
unfortunately, this is rarely practical. A more realistic
approach is to use a manufacturing model that defines
the appropriate response to a particular process
parameter change. This technique can be very
successful if the necessary monitoring systems are in
place to measure what is really happening within the
various manufacturing operations. This approach works
because manufacturing processes are deterministic in
nature; a cause-and-effect relationship exists between
the output of the process and the process parameters
[2]. Events occur due to specific causes, not random
chance, even though an observer may not recognize the
driving force behind a particular action. If the key
process characteristics are maintained at a steady-state
level, then the process output will also reman
relatively constant. Conversely, when the process
parameters change significantly, the end product is also
affected in a noticeable manner. By measuring the
important process parameters in real time and
performing appropriate adjustments in the system
commands, great improvements can be achieved in
increasing product quality and lowering production
costs [3]. Closed-Loop Manufacturing (CLM) as such a
method is widely employed in modern industry.

2. CLOSED-LOOP MANUFACTURING

Closed-loop manufacturing is a method for
optimizing the efficiency of a manufacturing process. It
involves the use of measurement technology
(metrology), most often touch sensor probes, to
determine actual part dimensions as well as coordinates
of machine tool characteristics [4]. The elements of
CLM are comprised of reliable machines, robust
processes, automatic data collection, continuous
improvement, and efficient and accurate analysis. Each
element is supported by various methods which when
combined deliver a complete closed-loop solution. The
CLM cycles consist of measurement, data collection,
data analysis, and process adjustment. Fig. 1 illustrates
these elements and the cycle of CLM.
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Reliable Machines

Fig. 1. Elements of CLM [1]

Using the measurement of workpiece as a check on
the CLM process is well established but there are a
number of issues as to where to measure, what to
measure and when to measure. There are three types of
measurement in manufacturing processes listed as
follows, al of which can be used to provide
measurement data for CLM processes:

1) In-process measurement
e with On-Machine Measurement (OMM), which
takes place as the workpiece is being made.
 with portable measurement, where the workpiece
surface is tested when the part has been made but
not relocated. The surface instrument, which is
hand-held, has somehow to be perched on the part
when the machining has stopped and then the
measurement recorded.
2) In situ measurement
» The workpiece is removed from the machine and
measured with an instrument located near the
machine tool.
3) Remote measurement
e The workpiece is taken to a properly equipped
inspection room to be inspected on a Coordinate
Measuring Machine (CMM).

2.1 I n-process measur ement

Inspection, including dimensional inspection, has
commonly been an activity performed after, rather than
during, a manufacturing step or process. In many
instances, several steps may have been performed
before a part is measured. If the part is found to deviate
from the specified tolerances, it must either be rejected
at a point where considerable value has been added or
be reworked. In either case, the manufactured cost has
been boosted. As aforementioned, in-process
measurement is significant in that it ultimately allows a
manufacturer to achieve a goal of zero scrap (i.e. the
“first part correct” paradigm), since deviations in the
manufacturing process measured by sensors can be
used in a corrective manner to control the process
before tolerances are exceeded. Advances in sensor
technology and digital computers and controllers are
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permitting a dramatic increase in the application of in-
process measurement and control.

The concept of in-process measurement and control
has to do with (a) measuring a process variable while
that variable can still be influenced and (b) applying a
corrective feedback to the machine that affects the
process so as to encompass those sources of error that
normally occur during the process and thus eliminate
error from the variable on the resultant workpiece. Fig.
2 illustrates the basic concept of in-process
measurement.
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Data)

Machine Tool
Control

Measurement Instruments
Control
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Control

Final
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\_ (Workstation) )

Fig. 2. Concept of In-process measurement [1]

In order to produce a workpiece, raw material is
required, equipment such as a machine tool is needed to
effect the process, and something to describe
guantitatively the amount of material to be removed -
the design drawing or data from the design — is
required. During machining process, OMM instruments
or portable measurement instruments provide a
continuous measurement that can be in the form of an
analog signal or adigital data work, which is compared
with the required dimension derived from the part
design. The result of the comparison is a compensatory
signal which is applied to the machine control so as to
restore the dimension within its allowable range on
either the part being machined or subsequent parts.

The use of limited in-process measurement coupled
with the monitoring of the key process parameters of
manufacturing process as a substitute for extensive
postprocess inspection is becoming more realistic and
attractive in achieving fully automated manufacturing
process [3]. The two types of measuring devices
commonly used in in-process measurement are OMM
and portable measuring devices. Compared with
portable measuring devices, OMM has been gradually
used as the preferred measuring equipment for the
purpose of direct inspections in manufacturing and
quality control, which is a vital feature for an
automated production system. In-process measurement
with OMM operations is a process that integrates the
design, machining, and inspection aspects of
manufacturing to allow a product to be inspected and
accepted directly on a machine tool. This process is
accomplished by using the machine tool as the
inspection device while the part is secured on the
machining centre with its coordinate system intact.
Using the machine tool as an inspection device
eliminates the need for expensive inspection



equipment, alowing the manufacturer to divert
resources to other uses. There is no need for inspection
fixture either, because the machine tool part fixture
serves as the inspection fixture. As the workpiece gets
more complicated, the role of OMM becomes more
significant as efficient dimensional measuring
equipment [5]. Sensors present in a CNC system have
the capability of providing accurate feedback for the
different drive/motors. They are often limited to just
perform these functionalities and not geared toward
supporting those inspection tasks which are effectively
what OMM is about. The advantages of employing
OMM for in-process measurement are summarized as
follows [6]:

1) Cost and time saving through

» reducing lead-time required for gages and fixtures,

e minimizing need for design, fabrication,
maintenance of hard gages, fixtures & equipment,

» reducing inspection queue time and inspection time,
and

* eliminating rework of nonconforming product.

2) Changing from “reactive” inspection to “proactive”
control by

* integrating quality control into product realization
process,

e using characterized and qualified processes to
increase product reliability,

» focusing resources on prevention of defects instead
of detection in the end (a post-mortem process),

» utilizing real-time process knowledge and control,
and part acceptance/disposition, and

« enhancing small |ot acceptance capability.

3) Elimination of non-value added operations such as
lot inspection, sampling plans, receiving inspection,
design, fabrication and maintenance of hard gages, and
reworking nonconforming parts;

4) Agile machining.

* OMM enables quick responses to product design
changes. Since inspection operations are carried out
on the same machining centre, inspection gages and
fixture changes are not required. New and existing
technologies such as probing strategy, error
compensation, data analysis software and fixture
design technology can be integrated into the OMM
system. As errors occurring during machining
processes are detected and recorded as they appear,
part distortion can be “corrected” promptly by
adj usting the subsequent machining operations.

Therefore, in-process measurement with OMM
operations presents a promising solution toward
improving manufacturing processes.

3. THE ACCURACY OF A MACHINE TOOL

The demand for high precison component
manufacturing is increasing because it offers
substantial benefit to a wide range of applications with
higher quality and better reliability. The realization of
machines for such precision manufacturing depends on
the possibility of completely monitoring the sometimes
complex mechanisms of the machine, the peripheral
devices and control with respect to their functioning so

that necessary correction could be made to enhance its
accuracy.

As the functional requirements of the products
become more sophisticated and their dimensional
tolerance becomes tighter, the effectiveness and the
accuracy of the manufacturing process become more
critical. The accuracy of a machine tool is primarily
affected by the geometric errors; non-uniform thermal
expansion of the machine structure; and static/dynamic
load induced errors. As a consequence, a resultant
volumetric error which is the relative error between the
cutting tool and the machined part is created. Hence,
the reduction of the error to improve the accuracy of
the machine tool is crucial. The errorg/inaccuracies can
be reduced with the structural improvement of the
machine tool through better design, manufacturing and
assembly practices. However, the method will result in
very high manufacturing cost particularly when the
accuracy requirements are beyond certain levels.
Therefore, error compensation has been employed to
improve machine tool accuracy cost-effectively.
Machine tool accuracy enhancement through error
compensation involves predicting and compensating
the resulting machining errors. The system does not
avoid errors but monitors continuously the condition of
the machine and any error that may be generated is
compensated for accordingly. The basic philosophy
behind the concept is that it is difficult to construct a
perfect machine tool. Despite perfect design, the
accuracy of the machine changes when it is subjected
to thermal loading, excessive cutting forces and other
external excitations. It is therefore, a much easier task
to measure the amount of inaccuracies and compensate
for them through changes in the commanded position
of the different axes of movement of the machine tool.
Various works [7, 8, 9] have reviewed past efforts to
improve machine tool accuracy through error
compensation in serial kinematic machine. However,
considerable work has been done after these reviews
bothin serial and parallel kinematic machines[11].

The accuracy of a machine depends on the
deviation in the position of the tool cutting edge from
the theoretically required value when compared with
specified tolerance. The extent of this deviation in a
machine gives a measure of its accuracy defined as the
degree of agreement or conformance of a finished part
with the required dimensional and geometrical
specifications. Factors affecting the total volumetric
accuracy of a machine tool and their relationships are
given in Fig. 1 inspired from [7, 8] and completed.
These include three main sources of errors namely:

1. geometric errors

2. thermally induced errors

3. load induced errors.

Other sources of error such as fixturing,
instrumentation, material instability and controller
errors also contribute to the dimensional and geometric
aspect of the produced part.

On acloser look at the various types of errors,
their components could be classified into systematic
and random error. Systematic errors are those errors
that occur in the same way at every measurement and
cannot be discovered by examining the result of
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measurements. Causes of systematic errors are usually
known [10]. They possess constant relative magnitude
and constant sign and correction can be applied.
Random errors on the other hand exhibit some
variability in both magnitude and sign and are affected
by measured system; variation in operating and
environmental conditions; measurement procedure; and
technique. All categories of errors in machine tools
possess systematic and random components.

4. CONCLUSION

Recognizing the deterministic nature  of
manufacturing operations paves the road for
improvements in product quality and reduction of
production costs. This is accomplished by measuring
the important process parameters and by performing
appropriate adjustments in the system commands;
through this a CLM system is formed. The elements
necessary to form an efficient CLM system are an
operational strategy or model that establishes
acceptable limits of variability and the appropriate
response when these conditions are exceeded, a means
of measuring change within the process, plus a
mechanism for inputting the necessary corrective
response. Three types of measurements exist in CLM
systems serving three types of closed-loop in the
manufacturing systems. Compared with in situ
measurement and remote measurement, in-process
measurement, commonly used for process control loop,
has the benefits of being able to monitor manufacturing
process in real time when a significant alteration has
occurred within a manufacturing cycle. In process
measurement can be used in two ways: process control
(monitor key process parameters) and process
qualification (monitor workpiece form/dimension
acceptance). The data collected in both practices can be
used in satistical analysis to improve manufacturing
processes.

Error measurement and prediction are intricately
interwoven; therefore, they could be considered and
treated together as error prediction procedure. MTAEC
phases could be divided into two broad categories. One
is offline approach where the error is measured either
before or after a machining process and the same is
used to dter or re-calibrate the process during
subsequent operations. This category assumes that the
entire process of machining and measurement is highly
repeatable. The other method known as online error
compensation does not assume process repeatability. In
online error compensation, the error as monitored
during the machining process is used to alter the
process during the same operation. The latter is
conducted continuously when the machine is in
operation to constantly correct for the inaccuracies. The
advantage of this method is that a higher grade of
accuracy could be achieved in a relatively lower grade
machine tool through the use of error compensation
techniques [7, 8]. Thisis desirable in industry today as
it involves a combination of high accuracy, low cost
and high production rate. To enhance the machine tool
accuracy by compensation technique, it is preferred to
measure the error of the machined part directly under
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cutting conditions and correct the deviated tool path
online. Unfortunately, it is very difficult to measure
part error in real-time due to lack in dedicated probe
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SYSTEM FOR SIMULATION AND SUPERVISION OF ROBOTIC CELLS

Abstract: Flexible and user-friendly virtual environment, Lola Robot Smulator, was developed to simulate and
supervise robot cells. 3D graphic visualisation of robots and their environment, automatic and manual movement of
virtual robot axes and end-effector trajectory tracing are implemented through open-source tools on Linux platform.
In this paper, a short presentation of the Lola Robot Smulator will be given, with emphasis on main features of the
system. Lola Robot Smulator was successfully applied to a robot cell comprised of two industrial robots —
“Lolal5” and “Lola50” and atrack guided vehicle ““Robo1000”".

Keywords: 3D virtual robot model, simulation, program verification.

1. INTRODUCTION

The state-of-the-art robot programming methods in
industrial applications are tedious and time-consuming
tasks that require technical expertise. As stated in [1]
robot programming represents the main obstacle for
utilization of robots in machining applications,
especidly in smal and medium-sized enterprises
(SMEs). Robot programming, as well as any other type
of programming, is error-prone process that can result
in unwanted effects. It is hazardous to use unverified
and untested robot programs, since property damage
and personal injuries may occur. Finding skilled
personnel, capable of operating industrial robots is the
main difficulty for SMEs.

In an attempt to facilitate tasks of robot
programmers and operators and to make robot
programming a less daunting task, a flexible 3D virtual
environment for simulation and verification of robot
programs was developed using open-source tools.
Robot simulation is very important in modern industrial
applications [2], [3]. There are modern specialised
CAD/CAM systems for robots, such as the
Robotmaster [4], Robot Studio [5], and others.

The state-of-the-art virtual robots can be classified
into three main types: (i) virtual robots in CAD/CAM
systems, (ii) virtual robots in control systems, and (iii)
virtual reality robots [6]. The subjects of our study are
virtual robots integrated in control and programming
systems.

From the vast variety of available open-source
software, only few were used in the design of the
proposed system — OpenGL [7], OmniORB [8], [9] and
QGLViewer [10]. OpenGL has aready found its place
in production engineering, especialy in the area of
graphical modelling of machine tools and robots [11],
[12]. EMC2 [13], a modern open-architecture control
system for machine tools and robots relies on OpenGL-
based 3D simulation environment.

Developed system consists of online and offline
module. Online module is integral part of robot control
system and works in real-time, while the robot is
active. Offline module is used for simulation and

verification of robot programs and is independent from
the robot. Both modules utilize virtual graphica
environment for visualisation of robot models and their
surroundings.

2. VIRTUAL MODEL

It wasn’t possible to use some commercially
available 3D CAD/CAM software (Dassault Catia,
SolidWorks) for development of desired models since
graphical models needed to be application independent
and highly customizable. Therefore, implemented 3D
robot and environment models were all made using
OpenGL.

2.1 OpenGL

OpenGL stands for “Open Graphics Library” and
represents a set of software tools that enable the user to
interact with computer’s graphics hardware. Virtual
scene and virtual camera are the basic concepts that are
integrated into OpenGL. Available graphical primitives
(points, lines and triangles) are defined and placed on
the scene by using adequate mathematical operations.
The virtual camera is positioned and oriented towards
the objects on the scene. After rendering through
OpenGL pipeline, the final result is displayed on the
computer screen, as an image of a virtual scene that is
generated through the virtual camera.

2.2Robot model

Using only OpenGL points, lines and triangles for
modelling of an object as complex as an industrial
robot showed to be unwieldy. Special primitive objects
(sphere, prism, cone, pyramid, cylinder etc.) were
constructed and used as building blocks, to avoid
unnecessary complexity of the modelling process.
Accurate, interactive 3D graphical representation of a
real industrial robot was made by combining primitive
objects.

Modelling of a virtual robot was done in steps,
segment at a time. All segments were dimensioned
according to the blueprints (technical drawings) of the
robot. Modelling approach is described in Fig. 1.
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After the modelling was complete, kinematic
relations and constraints were defined for every
segment of the virtual robot. C++ was used for this
operation. Also, coordinate systems were assigned to
segments in correspondence with Denavit-Hartenberg
parameters. Virtual and real robot possess identical
kinematic structure. Virtual robot is not able to movein
away which isimpossible for areal robot.

‘ Choosing available geometric primitives

]
v v v

| =

v

Programming of robot
model using C++ and
OpenGL

osp I+

Simplified model in OpenGL

Import operation

Virtual robot inside robot
simulator - offline system

Fig. 1: Algorithm for creation of virtual model.

The core of the simulator is universal, which
enables the user to work with different robot models or
different machines. Every model must have its own
header file with correct kinematics parameters —
lengths of segments, ratios for transmissions used in
joints and calibration parameters. Once the model and
the headers are compiled in C++, simulation can be
started by running the application. Developed model of
arobot cell isshown in Fig. 2.

Fig. 2: Supervision module with robots "Lolal5",
"Lolas0" and guided vehicle "Robo1000".
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3. SOFTWARE SYSTEM

3.1 Online (supervision) module

Online module acts like an extension of the control
system. Online module encompasses 3D graphical
environment, which enables visualization of a selected
robot or an entire cell. The 3D model of the selected
robot moves on the screen in accordance to the
feedback received from the motor encoders of the real
robot. Therefore, if the rea robot moves in a certain
pattern, the virtual robot must move in the same way
during the execution of the robot program. Described
behaviour enables the online module to be used as a
tool for remote supervision of a selected robot.

3.20ffline module

Offline module, or simulation module, is part of the
system that is used for testing and verification of robot
programs. It doesn't require a link to the robot control
system to function properly and it can operate on any
PC.

In general, robots are programmed using special
robot languages. In this case, LOLA-IRL (Industrial
Robot Language) was used. Language compiler
generates object code file. Object code file represents
input for the simulation system.

To start a simulation, one must first select and
import desired robot model onto the scene, shown in
Fig. 3.

Fig. 3: Selection of available 3D robot models.

Then, object code is loaded for the selected robot.
Simulation module moves segments of the virtual robot
in accordance to the instructions from the object code
(Fig. 4). This manner of operation enables the user to
detect possible unwanted events or irregularities in the
robot code in virtual environment, without the danger
of causing damage or harm. To further simplify the task
of program verification, a trace function was added to
the simulation module. This function draws tragjectory
of the robot end-effector during the smulation of the
given robot code, which aids detection of programming
errors. In case that error was detected, user must correct
it in robot source code, recompile and restart the
simulation with new object code.



Fig. 4: Lolal5 with trace of tip after simulation.

4. SYSTEM VERIFICATION

New system was tested with six axis vertical robots,
“Lolal5” and “Lola50”, at the Laboratory for machine
tools and robotics of Lola Institute from Belgrade.

Real-time Linux Ubuntu is installed on PC robot
control units, together with the robot control software
and online (supervision) software module. Simulation
software is installed on a remote PC, since the
connection with the robot is not necessary for
simulation of robot programs.

When the compiled object code is supplied to the
robot control system, execution of the program can
begin. The process may be tracked by looking at the
real robot or by looking at the virtual model on the
computer screen. The movements are identical.

4.1 Hardware

Hardware base for the developed system is a high
performance PC. Necessary addition to a stock PC
configuration are “motenc” PCI cards, which control
robot’s servo motors. Specially developed, external
watchdog timer monitors the communication channel
between the control system and motor drivers.
Watchdog is set up to momentarily stop the robot if the
control system fails.

Software base for the control system is real-time
version of Linux Ubuntu OS. Open-source rea-time
operating system offers high performance, suitable for
(robot) control tasks, while it is flexible enough to
enable quick and fairly simple means of control
software customization. Real-time operating system is
configured to prioritize control tasks and to classify
user-based interrupts as lower priority. This
configuration increases robustness of the control
system. The whole control system is enclosed in
electrical cabinet of the industrial robot. User interface
consists of standard computer monitor, keyboard and a
mouse.

4.2 Software

Core of the system is robot control software, based
on OROCOS [14] platform. Online module can be
installed directly on the PC control unit, besides
OROCOS, or it can be installed on remote rea-time
workstation, where it can be used for supervision. Since
this is distributed control system, consisting out of few
different segments, implementation of a common
object request broker architecture (CORBA) isa must.

OmniORB is an open-source version of the
CORBA protocol that was used. CORBA protocol is
technology of distributed objects, which enables
programming language independence. CORBA
represents a concept which enables different parts of
the same application to be run on different computers,
to be written in different programming languages and
still be able to run together as one application or
service. ORB (Object Request Broker) is the central
part, which handles the communication between the
objects (Fig. 5).

Real-time system Offline system

o | oo
o | e

GIOP | GIOP

GIOP | GIOP
TCP/IP| TCP/IP
TCP/IP| TCP/IP

Motion control
interface

Fig. 5: Description of OmniORB interface.

In this case, CORBA enables the communication
between the core of the robot control system and the
online supervision software module, since they are not
written in the same programming language and are not
integrated within one application.

QGLViewer is used for interaction with virtual
graphical environment. It enables commands like
panning, rotation and zooming of the 3D models.
During model development, it simplifies attaching
coordinate systems to robotic segments and definition
of kinematics parameters.

4.3 Verification
For the sake of simplicity, only experiment
conducted on “Lolal5” will be described (Fig. 6), since
the techniques used are the same for both robots.
Procedure starts with robot source code, written in
LolaIRL. After source code is compiled, resulting
object code is input into offline system. Simulation is
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run and if no errors are found, the object code is safe
for implementation on the real robot.

Verified object code is then loaded into PC robot
control system. At the start of the code execution,
virtual robot on the screen and rea robot
simultaneously start performing in a way that was
previously seen during simulation. At the end of the
program, robot is in standby mode and is awaiting
instructions.  Online supervision system must be
refreshed (in order to delete end-effector traces from
the previous run) and it is ready for the next task.

- - /".ﬁl/

Fig. 6: Vertical six-axisindustrial robot "Lolal5"
5. CONCLUSION

Main goal of this paper isto present a new approach
to modelling, simulation and supervision of robots and
robotic cells, by utilizing universal hardware and open-
source software. Robot models built using OpenGL
were presented. Background (supporting) technologies
were discussed — OmniORB and QGLViewer, together
with C++ programming language, which was used as
an integration method. Developed offline system for
robot programs verification and online system for robot
supervision were demonstrated. The system as a whole
simplifies robot programming process and aids the
programmer in generating error-free code, thus
reducing the risk of potential damage or harm caused
by aflaw in arobot program.

Further research and development of the presented
system is geared towards simultaneous supervision of
multiple robots, collision detection and cooperation of
two robots.

This paper is a part of research that is supported by
the Ministry of Science and Technological
Development of Serbia, number TR35023.
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AN IMPROVED MODEL FOR DETERMINING THE THERMAL PRELOAD
OF BALL BEARINGS WITH ANGULAR CONTACT

Abstract: Development high speed spindle is conditionally development high speed bearings. New bearings with
ceramic balls (hybrids bearings) for support main spindle have minimal increasing temperature up ensuring
sufficient main spindle stiffness. Although high bearing temperatures are one of the main factors in bearing failure,
the increase of heat in the spindle affects machine errors. This paper presents an improved approach for
determining thermal preload of the ball bearings with angular contact. Unlike previous research mathematical
model presented in this paper is taken into account the contact angle changes under the influence of thermal
deformations, preload and inertial force (centrifugal force and gyroscopic moment). Based on results presented in
this paper can be concluded that thermal expansion element bearings is significantly affected by the increase in
preload, on the one hand. On the other hand it can be concluded that the increase in the preload and radial stiffness

compensates by the influence of inertial forces.
Key words: Ball bearing, Bearing stiffness, Thermal preload

1. INTRODUCTION

Mechanical and thermal processes within the
bearing are mutually dependent. This connection is
manifested through thermal expansion of the
components and the change of mechanical
characteristics due to heat flow through the bearing.
While the bearings are working, a change in
temperature occurs, due to the friction between the ball
and the raceway. The heat generated changes in time,
which causes thermal expansions on balls and the rings
[5]. Thermal expansion causes the change of the
contact load in the bearing, which changes and affects
the boundary conditions such as heat developed, the
thermal contact conductivity, dynamic stiffness,
damping properties and etc. The initial negative
clearance creates initial contact loads on the raceway of
the bearing. As the thermal gradient changes along the
radial direction with time and working conditions, leads
to increase contact loads, which influence on the
increase in preload.

The contact forces within the bearing consist of four
interconnected components: initial axial preload,
thermal preload, external load and the inertial force
(e.g. centrifugal force). Thermal growth on the spindle
shaft, housing and bearings causes a change in preload,
which is related to friction, static and dynamic stiffness
of the bearing. The increase of heat on these elements
creates additional thermal load of the bearing, also
known as thermal preload [5].

This paper presents the mathematical model
(thermal expansion model) for determining the thermal
preloading of ball bearings with angular contact
bearings for support of the spindles for machine tools.
This mathematical model model has been based on the
work of Lin et al. [5], while the model in this paper has
been expanded in order to account for the contact angle
changes under the influence of thermal deformations,

preload and inertial force (centrifugal force and
gyroscopic moment).

2. THERMAL EXPANSION MODEL-THERMAL
PRELOAD

Typically, bearing preload can be established as the
sum of initial preload and thermally-induced preload.
The initial preload in these cases consists of the internal
contact forces which occur during the installation of the
bearing on the shaft and housing, including lock nut
loads. The thermal preload generally depends on
uneven expansion of the bearing components, because
the heat generation inside the bearing causes different
operating temperatures. The increase of temperatures of
the outer ring/the housing/distance ring, inner
ring/spindle shaft, and balls due to heat generated in the
bearings, causes the expansion of distance rings, balls
and spindle shaft in axial and radial direction, resulting
in thermal preload.

Distant ring

é—@usiqg‘< i i q

(046} i

i S YT
Y (S Xb |

Dio| [ Xi o
( Spindle

Fig. 1. Components of thermal preload of the bearing

Based on the temperature field obtained by
computer analysis or experimental tests it is possible to
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define a mathematical model to determine the increase
of the preload due to thermal expansion of the bearing
elements. In Figure 1 shows the size required for the
determination of the thermal preload of the bearings
with angular contact.

Thermal expansion of the inner and outer ring in
radial and axial directions, as well as the thermal
expansion of the ball can be presented as:

Sq= %as D, (AT, )-D, (AT, )F
5., =a, [k (AT, )-x, (8T, )5

1
& = EOtbdbATb

@

where a; is the coefficient of linear expansion of the
spindle shaft and rings, o, is the coefficient of the
linear expansion of the ball, AT; and AT, are the
temperature difference of the inner ring and outer ring,
respectively, AT; and AT, are the temperature
difference of the shaft and housing/distant ring
respectively, while D;, and Dy; are the inner diameters
of the outer ring and outer diameter of inner ring,
respectively.

The distance of the contact point between the paired
bearings of inner and outer rings x; and X, would be [5]

1, .
Xi = X, +Edb sing;
1 @
XO = Xb _Edb Sin (2
The contact angles with the outer (o,) and inner

raceway (0;) can be determined from [5] as:
tana, = X;; 1 X,;
) ®)

tana =(A; =X, )/(A; - X

In accordance with Figure 2, while taking into
account the contact angle after applying the initial
preload the radial (A,;) and axial distance (Ay;) between
the position of raceway curvature centers is:

A; = Agsina, +u, +6,R sin(y,)

_ (4)
A, = A, cosa, +u, COS(!//J-)
y 4,
\y
C.
C, tu,z,’osu/,

a)
Fig. 2. (a) Position of raceway curvature centers,
b) Ball loading at angular position y;

While under effect of inertial forces on the ball, and

due to difference in contact angles between the ball and
the raceway, the line of action between the raceway
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groove curvature centers will not be collinear, as can be
seen on Figure 2a. On Figure 2a, it is assumed that the
outer raceway groove curvature center (C,) is fixed in
space, and that the center of inner raceway groove
curvature (Cjy) is relatively moved when compared to
the fixed center. From Figure 2a, the equation of
kinematic constraints between the ball and the raceway
can be established:

2 _
A _leg"'Ho‘zj ~ Xy g+l =0
XE+ X5, +15=0
Ball equilibrium equation from Figure 2b is:

®)

- M (ing, -sin,)-F, =0
Q, Cosa, —Q, cosa; I(sm a, —sing;)~F, = ©)
. . My . .
Q, sina, —Q; sing; +—L(sine, -sina;) =0

db
The method of determining the centrifugal force
and gyroscopic moment is shown in papers [3], [4] in
greater detail.
The relation between Hertz's contact forces and
contact deformation for each point of contact with the
inner/outer raceways can be written as [1]:

Q| O(J) (53/2)j (7)

The formulation of Hertz's contact stiffness (K;,) is
available in [2].

Four parameters Xy, Xy, ), Oo;) Were obtained by
solving the relations (5), (6) through the use of
Newton-Raphson’'s method for every position of the
ball, with the assumed values of relative ring
displacement (uy, u,, 6y). Permissible error with
Newton-Raphson’s iterations is 102, Then, from the
equation (3) can be determined by new the contacts
angle with the outer and inner raceway.

Total thermal deformation of the bearing in the
direction of the line of contact can be determined as the
following, with the condition that the contact angles
with the inner and outer raceway change because of
thermal expansion of the rings and balls, and that
20,=0,+ a; [9]:

AT:gb+§chos§“ﬁ§—5 smB—E ®)

Based on the aforementioned, thermal preload can be
calculated as:

. ﬁ/?: Dl |j/3 ml.s .
BB CERE W ©

3. RESULTS

Analysis of the thermal preload is done for hybrid
angular contact ball bearing SKF 7011 CDGA/HC P4.
in a "0" arrangement The bearings are with lock-ring
preload. The initial preload is 194 N. Characteristics
analyzed bearings are given in Table 1. The analysis
was performed in the range of 0 to 6000 rpm.

The heat source assumption is used from Ref. [9].
The temperature information needed for Egs. (1) are
obtained from a thermal model by Zivkovic et al.
[9,10].



Outer ring [mm] 90
Inner ring [mm] 55
Ugao dodira [°] 15
Initial preload [N] 194
Axial stiffness [N/um] 61.9
Radial stiffness [N/pum] 386
No. of balls 18

Diametar of the ball [mm] 11.11
Table 1. Characteristics bearings SKF 7011 CDGA/HC
P4

The predicted change of thermal preload for
different rotation speeds and 3000 N in radial load has
been shown in Figure 3. Thermal preload abruptly
increases for the first 20 min. of operation, only to later
incrementally decrease until it reaches stationary state.
In stationary thermal state for 6000 rpm the increase in
preload is 22 %, while for 2000 rpm there is practically
no change in preload compared to the initial value.
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Fig. 3. Prediction of thermal preload of the bearing

Based on thermal analysis, it can be concluded that
in initial conditions a large part of generated heat
transfers between the balls due to the small mass of
balls compared to the other elements.

Thus, the temperatures of the balls are larger than
the temperatures of the raceways. As time passes, the
larger amount of generated heat goes through the
housing and the spindle, and the temperature between
the balls and the raceways decreases. All of this causes
larger or smaller changes of the bearing elements.
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Fig. 4. Maximum thermal preload and radial stiffness
of the bearing

By taking the maximal increase in preload from
Figure 3, the change in radial bearing stiffness has been
determined for different rotation speeds. From Figure
4, it can be seen that the initial preload of the bearing is
194 N when the spindle does not rotate with the
corresponding stiffness of 392 N/um.

Preload then increases to 274 N, as shown in Figure
4, for 6000 rpm with the stiffness of 435.6 N/um. As
the result of increase in maximal thermal preload by
41.23 % for 6000 rpm, the bearing stiffness increases
by 11 %.

Finally, after reaching the stationary thermal state,
the bearing elements’ expansion is nearly constant,
therefore it can be said that the change in preload for
stationary thermal state is negligibly small. Similar
non-stationary change in preload and stiffness has been
established in papers [5, 6, 7], as well.

On the other hand from the Figure 5, it can be
concluded that increasing the number of revolutions
causes a significant decrease in of radial stiffness of the
bearing due to inertial force.

274

o
224 ‘e\oa‘“

215 AP
2000 202 o™

Fig. 5. Change of radial stiffness depending on the
number of revolutions and thermal preload

There are two main reasons for the reduction in
bearing stiffness due to the inertial forces. The first
reason is because the centrifugal forces reduce the
contact load between rolling elements and the inner and
outer ring. Since the Hertz’s contact stiffness is
proportionally to contact load, stiffness of outer
raceway will be declining while the stiffness of the
inner raceway will grow with an increase of the number
of revolutions. Another reason for the decrease of
stiffness lies in the fact that due to the inertia force
there is a difference in contact angle between rolling
elements and outside and inside ring.

4. CONCLUSIONS

This paper presents a new approach for determining
the thermal preload of ball bearings with angular
contact. The thermal expansion of bearing elements
causes changes of contact forces and deformations,
which directly affects of the contact angle change and
increasing preload of the bearings, also known in
literature as thermal preload. On the other hand, the
increase in preload and stiffness caused by thermal
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expansion are compensated due to the effect of inertial
forces.

Based on the analysis in this paper, can be
concluded that, the rotational speed, boundary
conditions and inner construction of the bearing have a
significant influence of the thermal preload behavior.

It must be noted here, that the described behavior
depends on the arrangement of the bearings and on the
operational conditions, as well as on the configuration
of the spindle. The previous analysis is applicable
exclusively for lock-ring preload bearings.
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Abstract: Designing of products by using of virtual prototypes in modern conditions allows much faster and
cheaper selection of elements and optimisation of construction.

The paper presents the application of virtual prototype of manufacturing capabilities verification process in case of
machine tools with kinematic structure which is based on O-X hybrid mechanism.
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1. INTRODUCTION

Development of a product with a large number of
moving elements, before building of physical
prototype, involves various types of analysis of
exploitation conditions in the goal of verification and
optimisation of conceptual design.

Machine tools with a large number moving
components and exploitation in different conditions is a
typical representative of this group of products. A key
role in the choice of components, in process of its
development, has an analysis of the working of
machine tools in the operating conditions.

Developing of a virtual prototype using DMU
(Digital Mock Up) concept is more often replacing
physical prototype and allows the combination of CAD
and CAE technology to optimize product [1]. Usage of
DMU technology in optimization allows analysis of
kinematic parameters through collision detection and
singularities in mechanism work and analysis of the
workpiece machining borders before making a physical
prototype.

This paper describes a part of the research of
patented O-X mechanism usage possibilities [2], [3] as
a base for machine tools through the analysis of
machining characteristic capabilities forms on the
workpiece by using DMU technology.

2. CHARACTERISTICS OF THE O-X
MECHANISM

The base of virtual prototype is hybrid O-X glide
mechanism composed of planar parallel kinematic
mechanism and support structure that enables
translational movement (Fig. 1). [3]

4 s ~2

Fig. 1. Plana; parallel mechanism

Figure presents planar parallel mechanism whose
base is movable platform (1), connected with four
struts (3) using spherical joints. Struts are at the other
end attached to the sliders (5) over the joints with one
rotary degree of freedom (4). Each of sliders can move
at own guide (6). Sliders are grouped into pairs that are
connected with rigid connection (7) thus providing
their same speed and acceleration. In order to increase
the autonomy movement of the slider, they are
positioned at different distances in the direction of the
vertical axis, which allows their passing in the plane,
and the duality of movement of the mechanism. That
are the movement in the extended (O) and the crossed
(X) position. Compensation of differences in the
distances between the slider and moving platforms is
performed by introducing vertical compensating
elements (8), at higher sliders.

Primary specificity of O-X glide mechanism makes
the duality of its structure in a plane element. This
enables it to work in extended and crossed form.
Except this, dimensions of the workspace are larger
than similar mechanisms, because of hybrid structure.

The geometric model of parallel mechanism (Fig.
2), which is base of a hybrid O-X glide mechanism, can
be presented in a simpler form using of a parallelogram
A'B'C'D, which is connected with constant length
struts. At the other end the struts are connected with
sliders AB and CD, moving on horizontal guides
(DD, A”A, %B C’C).

o e
W /
ol

A D’
Fig. 2. Simplified geometrical model of a parallel
mechanism
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Based on the this, we can write vector equations of

parallel mechanism
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Where is

a —distance between horizontal sliders

In addition, the structure of the planar mechanism
imposes certain restrictions:

A"A=B"R
o~ -
cLe =400

3. KINEMATIC ANALYSIS OF THE O-X GLIDE
MECHANISM

3.1 Inverse kinematics

The general expression for inverse kinematic chain
is:
Papcp = f(xr, yr.21)

Because of the O-X glide mechanism kinematic
analysis is carried out in two configurations.

3.1.1 Extended form

Fig. 3 presents planar projection of extended form
of the O-X glide mechanism for which is carried out
the inverse kinematic analysis

v AB CD

>
>

a
I
A’,B’ C,,D,

Fig. 3. Planar projection of extended form of O - X
glide mechanism

The position of points A and B, can be expressed as
follows:

5 F v
Xap =Xp —; —lcosa = xr —3—1 l—(f),
Py 2 172
XaB = X1 7] VI =t

The position of the points C and D in the same
manner can be expressed as:

2
Xep = lcosa +§+IT=I Jl—(%) +§+1‘T,

T E 5
ICJD =-\,I-E2 _;VTZ +5+1T
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Where are:
I- lenght of struts
s — width of mobile platform
a — distance between horizontal guides
a — angle between the struts and horisontal guides

312 Crossedform
Fig. 4 presents planar projection of crossed form of
the O-X mechanism and his inverse kinematic analysis.

A C,D AB
i’ o

A’B’ C;D’

Fig. 4. Planar projection of crossed form of the O-X
mechanism

Position of the points A, B, C and D can be
expressed as follows:

2
xAJB=xT—§+Icosa=xT—:i+I 1—(3’%),
. o s 12 2.
1.«1,3—1?"_;"‘#! —¥ro

2
Xe.o =§+IT—Icosa =§+1—T_1 1_(yr) ’

. _ s . 12 _ ., 2
lC,D_E+1T_\fI — Vr=.

3.2 Direct kinematic

Direct kinematic chain can be expressed as follows:
Pr = f(x4,Xp, Xc, Xp)

Generally, the inverse kinematics of parallel
mechanisms is quite simple, while direct kinematics
often very complex. However, because of simple
construction in the case of the O-X glide mechanism
direct and inverse kinematics are very simple.

3.2.1 Extended form

Direct kinematics analysis of extended form of the
O-X mechanism (Figure 4), explains position of the
point T depending on the position of points A, B, C and
D can be represented as follows:

0 Xa lcosa TA, Xp
(0) - (0 ) + (Isina) =| T4, |+ (}’r).
a 0 0 TA, Zp.
322 Crossed form
Similarly as in the previous case, the position of the
point T on the movable platform for crossed form of

the O-X glide mechanism (Figure 5) can be represented
as follows:

0 Xa —lcosa TA', Xr
0 +(0)+ Isina |=|TA, |+|Vr ]
a 0 0 TA', Zr



4. STRUCTURE OF THE VIRTUAL PROTOTYPE

The final version of the virtual prototype differs
from the concept caused by the physical dimensions of
the elements of the prototype. In the final version
changes in elements such as the position of the slider,
length of the struts and the like are introduced. Figure 5
presents adopted solution of the virtual prototype of the
hybrid mechanism.

Fig. 5. Virtual prototype of the hybrid mechanism

The virtual prototype which is defined in this way
has been subjected to tests that include analysis of
capabilities of  machining  geometric  shapes
characteristic for the milling. For simulations
workpiece with shape based on the NCG
recommendations is used.

5. SIMULATION OF MACHINING

Machine simulation by running the program is
possible due to the applied modelling of the O-X glide
parallel mechanism with all kinematic connections
between the components, which allows the motion of a
virtual model as a system of rigid bodies.

Fig. 6 shows a detailed virtual prototype of O-X
glide parallel mechanism with all kinematic
relationships.

Fig. 6. CAD model for the simulation of parallel
mechanism kinematics

This assembly enables the motion of models in the
range defined for each connection, which is of
particular importance for the identification of possible
collisions during the work of the parallel mechanism.

Machining simulation of the virtual prototype
allows the motion of movable segments with a tool at
the end. The tool path is a result of the execution
program obtained by programming using the
CAD/CAM system PTC Creo 2.

For the test, a scaled ISO test workpiece whose
dimensions are 150x150x40mm is used. Because of the
particular shape and size of the workspace of parallel
kinematics machines, attention should be paid when
setting up a workpiece, which must be within the limits
of the workspace of the machine. For the test
workpiece shown in Fig. 7, the zero point in the middle
of the underside of the workpiece has been adopted,
with the coordinate axes x, y, z as has been used in the
vertical  3-axis milling machine, marked as
MACH_ZERO. The identical zero point exists on the
machine (on the working table) on which the workpiece
is placed, Fig. 7. Matching these two coordinate
systems is accomplished by setting the workpiece on
the machine during the machining simulation. Fig. 7
also presents the simulated tool path on the scaled I1SO
test workpiece, based on the generated CL file. The
tool coordinate system is defined in the same way as
the workpiece coordinate system and marked as a
TOOL_POINT.

moving platform

G- TOOL_POINT

TooL_FoRT XIS SIRATR ORI

workpiece

worktable workpiece

tool path

Fig. 7. Coordinate system of the workpiece and tool with
tool path simulation

During the simulation of tool paths, a complete
prototype of the virtual machine can be included into the
simulation, with a machine play option. An example of
machine simulation for O-X glide virtual prototype is
shown in Fig. 8 for an 1SO test workpiece.
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Fig. 8. Machining simulation in the CAD/CAM system
6. RESULTS

Tested workpiece is based on the test workpieces
for analyzing of the accuracy of machine tools with
numerical control with a three-axis. They could be
produced by four characteristic sequence of machining
in which had been combined all movements which are
expected in the structure of modern machine tools
(linear and circular). The dimensions of the workpiece
are selected based on the maximum dimensions of the

workspace of a parallel mechanism. Results are
presented in table 1.
No Type of moving of the Successful
tools/ platform ly
completed
1 Face milling, linear movement [ ]
2 Profile milling, linear movement ]
3 Profile milling, circular movement [
$50
Profile milling, circular movement [
$250
4 Combined milling, linear ]
movement
5 Combined milling, circular [
movement $50
6 Combined milling, circular [
movement $250
7 Hole machining [ ]

Tab. 1 Successfulness of machining on virtual machine
tool

7. DISCUSION AND CONCLUSIONS

Conducted research indicates that the virtual
prototypes methods application might decrease
machine tools development time especially the time
needed for the selection of machine components. In
addition, analysis of kinematic and dynamic motion
parameters and machining capabilities indicate
problems that may occur during the machining of pre-
defined shapes. This provides a wide range of
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possibilities during the design of special type of
machines [4] [5].

Present stage of the research identified a number of
disadvantages of the initial configuration of machines
such as the length and position of the slider struts. All
of them were corrected and formed functional virtual
prototype. Currently the project is in final stages of
building of the physical prototype.
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A MODULE FOR FEATURE EXTRACTION WITHIN THE NEURO-FUZZY SYSTEM
FOR TOOL WEAR RECOGNITION

Abstract: The paper presents a model of the developed fuzzy system for tool wear classification. The system
comprises of three modules: module for data acquisition and processing, module for tool wear classification, and
module for decision-making. The selected method for feature extraction is presented within the module for data
classification and processing. The selected model for the fuzzy classifier and classification in experimental
laboratory conditions is shown within the data classification and clustering. The proposed model has been tested in

longitudinal and transversal machining operations.

Key words: tool wear, feature extraction, signal processing

1. INTRODUCTION

With the development in information technologies

and signal processing technologies, a wide specter of
on-line sensors has been incorporated in order to
receive information relevant for tool condition.
Likewise, the obtained information is more and more
significant for process control. The signals obtained
from diverse sensors have to be transformed into data
containing relevant information on the fundamental
processes. A large amount of data acquired from multi-
sensor systems enables the extraction of diverse
features, creating in that manner enough diverse
features that are to be used with the purpose of tool
condition classification in tool monitoring systems.
The development of the monitoring systems that
operate in a rea time provides the basis for tool
condition monitoring in the contemporary automated
manufacturing. Qualitative information on the degree
of tool wear in the rea time presents a necessary
requirement for tool durability identification. The
acquisition and selection of significant information
from a process, by applying the adequate sensors,
significantly increases the quality and productivity of
the machining process. Apart from a positive influence
on the stability of the machining process and the
quality of the processed workpiece, this method of
processing provides a higher degree of productivity and
the maximal tool usability in the sense of a working
cycle.

The conventional methods in cutting tool wear
monitoring are based on well-known physical
principles, as well as the visual, auditory and
intellectual abilities of the operator, which are utilized
in order to recognize tool wearing. Contemporary
intelligent systems for cutting tool wear monitoring are
supposed to employ their characteristics to replace and
upgrade human drawbacks and provide possibilities in
the sense of a continual, fast and precise determination
of tool wear condition, leading to the following:

* Increasing the degree of the process system
stability, which is especialy evident in the

situations of the high degree of wearing and tool
breakage;

» Optimization of the processing parameters related
to the demanded tool durability, with the
considerations of technological process limitations;

e Quality control of the processed surface and
demanded dimensional accuracy of the workpiece;
and

« Additional rationalization of the production costs.
More intensive research related to the devel opment

of “intelligent” systems for cutting tool monitoring
began in the 1990s by applying the multi-sensor
approach, i.e. wearing classifiers based on the artificial
intelligence algorithms. The beginning of the research
in the area assumed that the application of these
methods should result in the industrially applicable
solutions for cutting tool wear monitoring.

2. APPLICATION OF FUZZY SYSTEMSIN
TOOL WEAR MONITORING

The combination of diverse signal analyses, severa
sensor technologies, and artificial intelligence
algorithms, based on the fuzzy logic, leads towards the
solution that will be able to answer the demands of high
performances and provide an adequate solution for tool
wear monitoring [1,2]. Fuzzy decision-making is a
process of making decisions from a set of insufficiently
precise premises. In the last years, most researchers
have used fuzzy decision-making systems for tool wear
classifications. One of the attempts is presented by
Sharma et al. [3] by applying the fuzzy system for tool
wear estimation. The defined decision-making rules
form a base used for making decisions. The process of
fuzzy decison-making includes the membership
functions, fuzzy logic operators and if-then rules. The
membership function is a curve defining the manner
each point in the input information field is positioned in
relation to the membership value (or membership
degree) between 0 and 1. If the given variable is more
susceptible to noise, then its observation field is larger,
as well as the membership function width.
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3. PROGRAM SOLUTION FOR FEATURE
EXTRACTION

On andyzing the diverse presented models,
advantages and drawbacks of individual models have
been observed, and therefore considered in developing
anew model. Having in mind the observed models, the
following demands have been set for the development
of anew laboratory system:

 Application of the sensor for vibration acceleration
measurement in order to detect the dynamic
properties of the cutting process better, as well as
their implementation into the monitoring system.

» Usage of new artificial intelligence agorithms in
the field of tool wear monitoring based on the
application of the a priori knowledge on the tool
wear condition.

* Finding the adequate methods for input
characteristic  vector extraction by applying
transformations in the time-frequency domain.
Feature extraction is based, according to the

authors’ knowledge, on a completely new approach
comprising the application of the short-time discrete
Fourier transform (STFT) over the specter of a
determined vibration signal, which is observed as a 2D
“image” texture. Time scale is identified as the first
dimension, while the frequency scale is the second
dimension. The intention is to utilize the influence of
differences in the structure of the set segment textures
onto the class discrimination of tool wear conditions.
Possible changes can occur in the texture shape and
properties on certain image segments, yet at the same
time with a significantly small humber of parameters,
in order to obtain the description robustness of the
observed processes. The hypothesis, which is
experimentally confirmed, is that the dominant physical
process of the tool wear condition change is closely
related to the structure of the obtained 2D texture after
the signal processing by applying the developed
method. Based on the above, the application of certain
filter banksis proposed, which is widely used in texture
recognition problems in order to efficiently extract
information in the form of robust features.

The proposed feature selection is based on using the
Least Absolute Shrinkage and Selection Operator
(LASSO) regression method, proposed by Tibshirani
[4], which is widely used in the feature selection tasks
[5]. This method finds the optimal features related to
the observed data set in order to obtain compromises
between the representation error (e.g. square error) and
the numbers that are not zero coefficients yet match the
most significant functions, which in our case are mostly
discriminative. Feature set becomes more robust, even
in the case of a limited training data set, based on the
conducted experiments.

A magjority of features obtained using the 2D
method, out of the total number of features selected by
the Lasso regression, prove the significance and the
robustness of the extracted 2D features in the
developed tool wear monitoring systems.

Let F(x,y) be the image texture matching the
identified spectrogram STDFT of the observed sensor
signa s, where the STDFT is the spectrogram
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IS(k, w)|? defined as:

S(kw) = T/, smw(k —n)e (1)

where k is a discrete time frame, w is a discrete time
frequency, i.e., discrete frequency of the covered zones,
while w is a window sequence used (Hamming
function is utilized), with the length K. The discrete
time window Kk, for k = 0, -+, k.« is identified as the
x axis of the image texture, so that Xpax = Kmax-
Likewise, w, for o = 0, -+, Wyax is identified as the y
axis, hence ynax = Wmax- Now, the following stands:

F(x,y) = [S(k, )]? )

X=0,",Xmax, ¥ = 0,"*", Ymax

k= ()’ ""kmax’ w = 0‘ “*, Wmax

All further analyses are conducted over the image
texture F(x,y), and are obtained from the above stated
procedure; for the reason of simplicity, without the loss
of generalization, the continual variables x € [0, Xpax]
and y € [0, ymax] are observed. Then,

G(04,0,,6,%,y) =

Leonofy Jeo) g

2M0107 2

is directed towards the anisotropic Gauss core. The
fixed vaues o, >0ando, > 0dctermine  the
scale x € [0,Xmax]> V € [0,Ymax] and the direction
cos6 —sine] for

sin®  cosB
0 € [0,2m] determine the kernel orientation (3) and its

2D rotational matrix, respectively. A filter bank is
obtained and applied over the certain image textures
with the signal F(x,y) defined in (2), using the
Laplacian kernel (3), i.e.,, bar detector, in severa
diverse scales Sy = {(og‘),og))}i =1,..,R. Only the
changes of the vertical orientation of image texture are
being considered, since those alterations bear the
information content related to the discrimination in the
classification task of interest. Namely, only 6 = /2 is
used, thus considering only the vertically oriented
anisotropic core components (3). [0, ymax] is divided
into M subintervals {[y;_,y;] | i = 1,-+-, M} in the fixed
time frame k, and ly;_;y;], which correspond at
appropriate frequencies |S(k, w)|%. 1-th band of the
filter bank is equivalent to the interva Y1—1,Yi] and
comprises R vertical components and LM MRS filter
banks [LM], applied to three priori defined scales. An
individual vector for a fixed time frame k is obtained
by applying the proposed filter banks on the k-th texton
Fr(x,¥),x € [k k + 1] acquired from the image texture
F(%,¥),x € [0,Xpax], Over the time frame k. Actually,
for every k, new R components are added, each for a
different scale, onto the previously processed vector.
The components are calculated as follows:

Vki = G("gl): Ggl)'“/z'x’ Y) * F(x, Y)|
for i=1--,R
Based on the above, a set of pre-processed features
of the sub-vector Vi = vy;..vig| is obtained. From
every extracted feature u, q, is selected, and the pre-
processed vector Vi, k=1,---,q, isformed. Vector V

is in this case a random variable, hence Vi are its
realizations for every time frame k. Further on, the

respectively, while 6 and A(8) =[

4)

x=Ky=yj-1



compactification and robustification of features is
conducted, by utilizing the representation via statistic
moments, which presents a method to simultaneously
conduct the reduction of the model dimensionality. A
motive is a fact that a satisfactory number of moments
(averaging per time) can be used to present the
digtribution V. Actualy, it can be observed
(considering the continual time t instead of the discrete
time frame k), that there is a unique correspondence
between the distributions of probabilities pyu and kyu
, with the: characteristic function being as follows:

k() = € €] = 52, LBV (5)
4. VERIFICATION OF THE DEVELOPED
MODEL

The verification of the proposed model was
performed on experimental data divided into two
groups — a training set containing approximately three
quarters of experimental data, and a test set containing
the remaining one quarter of data. All data were
gathered during a series of experimental research. Data
sets were carefully organized so that each contains data
from all combinations of processing parameters and
tool wear degrees.

The presented classification method utilized for the
classification of the extracted features forms clusters on
the basis of the classification matrix. After the feature
extraction is performed using the presented method, the
next step is to cluster the input data into apriori
clusters. The classification, i.e. feature gathering, is
performed simultaneoudly in three dimensions defined
via three vectors, i.e. three central moments: variance,
skewness and Kurtosis. The analyses have shown that,
for the selected feature extraction method, the
combinations of their correlations provide the best
results. The classification model is evaluated using the
training function which is set my defining six cluster
centers, one cluster centre for every wearing group in
three diverse scales shown of figures 1, 2 and 3.

FCM classification scale 1

11— ¥ T T
* O: vB 0,0 mm
* * * % VB 0,25 mm
0 * * ¥ VBO0,5mm
! * * * O cluster center
*
og ¥ *
* x
x x o o N x
0,71 % S x N x  Px %
~ £ x x @ o [o] x x x
8 060 nxx X * X%
E x X X (o] o
© )S( X x
& [ x Xx (C) (@) x
o 0,5 ® x
o e ox o o x
N (o} o
s 6) o x
£ 04 = o
£o :
=z O o O "
0,3- o o |
o o]
(o] o .
0.2 (o]
o
odl P
(o]
o) Il 1 1 Il 1 1 Il 1 [WaY
0 0,1 02 03 04 05 06 07 08 09 1

Normalized features 1

Fig. 1. Distribution of normalized feature vectorsin the

first scale,

FCM classification scale 2

1 T T
* O VBO0,0
= ko * * x VB0,25mnr1nm
0.9 #4 * * % %* VBOS5mm |
' Ny * * O cluster center
* ¥
b
o,af*’: RIPATIE RN * 4
*X * * X x (e} X x x %
X x x X fo) xR
07wy 2 o O oy
o~ )?'*_ P x X o x
@0,6—“ xﬂx" o OO ox X xX
S * X %) x
5 |x X x o o 0o * % 23
= x % * o o0 *
- 0,5- X% o
I x (o] o
s o
£ 04- x %0 o0
s N o o) oo
z o 00 ©
0,3+ o] fo)
(o]
0,2 © ° - 4
[ (o]
oo o ©
0,1+ o
(o]
0 1 1 1 £ Il

| . ) .
0 0,1 0,2 0,3 04 05 06 07 08 09 1
Normalized features 1

Fig. 2. Distribution of normalized feature vectorsin the
second scale

FCM classification scale 3

Olvao,olmm
%X VB 0,25 mm
09k ¥ VBO5mm. |
’ O cluster center
0,8+
0,7+
g *
SO0 #%y
ER A
QL o %*
0,5.0 * o
o )
@ el 3k x [ Xx
S e xxx x
€ 0.4/ % x g% x. X B B
5 (o]
Z % x o, &x x X x
o3l X7 Oo x xX
x X
X x o x Xy
02 % °..x2 o?
“ . ° o o o %o
wxe 0% © 0% ° o
0104 **** oo 0 0g O]
S o o,
ol ® , , , . P o

) 1 i
0 0,1 02 03 04 05 06 07 08 09 1
Normalized features 1

Fig. 3. Distribution of normalized feature vectorsin the
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In order to estimate the successfulness of the
classification, i.e. the number of successfully classified
featuresin individual scales, a statistic validation of the
representation of well classified features per scale has
been conducted. Figure 4, 5 and 6 presents the
percentage of the representation of successfully
classified features per individual scales by applying the
algorithm, in relation to the apriori classification for
individual cutting tool wearing conditions. From the
Figures, it can be observed a somewhat lower
percentage of the accurately classified features for the
tool from the second group in the first scale. On
Figures is shows, spindle speed, feed rate and cutting
depth combination. However, for other scales, it can be
noted that the percentage of the representations of
successfully  classified features is significantly
increased; hence the average percentage value can be
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considered to be satisfactory.
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5. CONCUSION

This approach uses the robust method to classify the
tool wear condition. The experiment results
demonstrate that this approach surpasses the standard
methods in tool condition monitoring. Furthermore, the
proposed procedure can also be utilized in condition
estimation of other machining processes, such as
drilling and milling. As a drawback in using the
method, one could state a demand for high
performances of a computer system in the training
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stage. In the future, certain improvements are to be
conducted in increasing the feature extraction
performances and model flexibility. Likewise, the
procedure of feature extraction from wavelet and time
domains can contribute to a better overview of the
dynamics of the tool cutting geometry degradation, i.e.
the tool wear process and the increase in resolutions.
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IDENTIFICATION OF DYNAMICAL CONTACT PARAMETERSFOR SPINDLE-
HOLDER-TOOL ASSEMBLY

Abstract: With the fast advances in computing technology accurate identification of contact dynamics in spindle-
holder-tool assembliesis of great importance for predicting tool point frequency response function and evaluating
the cutting process stability. This paper describes the mathematical formulation of the Levenberg-Marquardt
method which was applied to identify the unknown parameters at spindle-holder and holder-tool interfaces. In order
to verify the proposed mathematical model numerical and experimental analysis of the spindle-holder-tool assembly

was carried out.
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1. INTRODUCTION

Spindle-holder-tool assembly is one of the most
important machine tool components because its static
and dynamic behavior, strength, speed, among many
others, have a significant impact on machine tools
overall performance. Regenerative chatter is a well-
known machining problem caused by cutting tool-
workpiece dynamic interaction that could result in
process instability, reduced material removal rate and
poor surface quality. In order to identify the stable and
unstable cutting zone in the machining process stability
lobe diagrams of spindle-holder-tool assemblies have
been used for decades. For generation of these
diagrams frequency response function (FRF) of the
assembly should be achieved firstly. The tool point
FRF is typically obtained by experimental modal
analysis. However, due to the large number of holder
and tool combinations, in order to minimize time-
consuming modal testing many researchers have
developed semi-analytically approaches for obtain tool
point FRF. The accuracy of these models strongly
depends on the accurate identification of dynamical
contact parameters at the spindle-holder and holder-tool
interfaces. Therefore, the identification dynamical
contact parameters of spindle assemblies is of great
importance for obtaining the accurate tool point FRF.
Erturk et al. [1] proposed and experimentally verified
analytical model for predicting tool point FRF by
combining the receptance coupling and structural
modification techniques where all components of the
spindle-holder-tool assembly were  modeled
analytically with Timoshenko beam theory. Schmitz et
al. [2] introduced off-diagonal elements to the diagonal
joint stiffness matrix to account for the trandations
imposed by moments and rotations caused by forces.

In this paper Levenberg-Marquardt method was
applied to identify the unknown parameters of a
spindle-holder-tool assembly. Proposed mathematical
model is first used in a case study for analytical
demonstration. Then, it is verified experimentally for a
spindle-holder-tool assembly.

2. MATHEMATICAL MODEL

Analysis of complex dynamical systems such are
spindle assemblies can be simplified by breaking a
global system down to a set of interconnected
subsystems. Therefore, in this paper the problem
referring to dynamic properties of the spindle-holder-
tool assembly can be simplified so that instead of
viewing it as single, the specified system is regarded as
the one composed of three separate subsystems,
namely: a spindle, holder and tool. Components of
these assembly should be coupled elastically due to
flexibility and damping introduced by contact
parameters at spindle-holder and holder-tool interfaces.
In this paper, we applied the approach [1], where part
of the holder inside the spindle is considered rigidly
joined to the spindle (Fig. 1a) and the part of the tool
inside the holder is considered rigidly joined to the
holder (Fig. 1b).

Complex stiffness matrix, representing the spindle-
holder interface dynamics, has the following form:

$K:E§4K+'%DS4Q _0 E(l)
0 H I(r +1 BZ) I%—i Cr [
Here, siki is the trandational tiffness, g is the
trandational damping, sik: is the rotational stiffness
and 4G is the rotational damping at the spindle-holder
interface.

Assuming that response matrices of the subsystem S
(spindle with bearings) and subsystem H (holder) are
known, then it is possible by using a method of
receptive coupling, to obtain the global system
response matrix SH (spindle-holder) at the holder tip:

SH; =H; —Hj [chc +Set & K_l) ' Hy (2)
The interface dynamics between the holder and the
tool can be expressed in Eq. (3):
i = Bk +i@0ag 0 D)
U 0 wk +Hiloh.c O
Here, wtk: and wrc: are the trandational stiffness and
damping at the holder-tool interface, respectively. And
uke and wrCr are the rotationa stiffness and damping at
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the holder-tool interface, respectively.

a)

Holder

H,
Spindle-holder ¢
SH.
Spindle-holder-tool DAK\QQ)
T,
SHT,

Fig. 1. Elastic coupling of spindle, holder and tool

Receptance matrix of the global system SHT
(spindle-holder-tool) at the tool tip is obtained by Eq.

(4):
SHT; =T, - T, [chc +SH + K _1)71 O, (4)

In order to be able to use equations (2) and (4) to
predict the frequency response function at the holder
and at the tool tip, respectively, it is necessary to
recognize al unknowns, namely, the trandlational
stiffness, the trandational damping, the rotationa
stiffness and the rotational damping at the spindle-
holder and holder-tool interface. The following section
presents methodology for identification these
parameters.

3. PARAMETER IDENTIFICATION OF THE
SPINDLE-HOLDER-TOOL ASSEMBLY

3.1Mathematical background

Fig. 2 shows the general approach to the problem of
parameters identification, from problem definition to
achieving optimal solutions. A system that is optimized
should be presented by appropriate mathematical model
(eg. a system of differential equations), after which
should be defined analysis objectives. In order to
optimize the system, it is necessary to enable the
changes of its form and structure.

The assumption is that the mathematical model can
be described by a system of differential equations:

Dy =f(t,y.6), y(t,.0)=y,(6) (5
Here, 06 is vector of unknown parameters, y is

dependent state vector of t and 6, f is generdly,
nonlinear function, D is nxn constant diagonal matrix.
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Fig. 2. Process of parameter identification

Each measurement can be defined by following
parameters:

(c.t,%), i=12,..,m (6)
Here, ¢ is component vector y which is measured, ti is
time of measurement, ¥,is measured value and m is

total number of measurements. The solution of Eq. (5)
for ci component at a time t;, which corresponds to the

i-th measurement, is marked with Y, (t.,8). The

general approach to the problem of parameter
identification is to minimize the differences between
the results obtained by measuring and by the
mathematical mode, i.e.:
i (8) =y, (t.8)-% (7

One of the most widely used method of parameter
identification is the least squares method, where the
estimates of the constants of the models are chosen
such that the sum of the squared residual's is minimized.
Differences between the results experimentally
obtained and using the mathematical model can be
represented as a vector r:

r(e)zgl(e) rz(e) rm(e)é ©)

which is a basis to obtain an expression for the
objective function:

(0) =%||r(6)||2 =%r(e)T r(6) (9)

Identification of the parameters can be formulated
asfollows:

8" =arg min f (8) (10)
Here, 0 is vector of parameters and 6* is vector that
minimizes the objective function. If objective function
is twice continuously differentiable, then the following
Taylor expansion for f applies:
1
f(8+h)=f(8)+0f"(8)h+=h"0%f (8)h
(0+h)= (o) +0r"@)n+hR e @) |
+ofn?]
Gradient g and Hessian matrix H are defined as
follows:

0 d
g:Df(e):ﬂ of o 0 (12)
00, 96, 20, |



Sazf(e) 0%£(0) 0%£(p) 0

0 0%, 06,00, 36,90,

Do*te)  9%f(e) 2*t(6) o
H=0%f(8)= 106,96, 9%, 96,06y, 0 (13)

Hozt(e)  0°f(0) 22(6) B

genpael 06,06, azanp E

For the objective function the gradient and Hessian
matrix are:

m

g=01 (8)=3 1 ()01 () =(8) r(6) 14

H=3(0) 3(8)+ 1 (8)% () (29)
Here, J(8) denotes the Jacobian matrix.
Levenberg-Marquardt algorithm is based on the
assumption that the error r (8) around the point 6 may
approximate by the first two members of Taylor's
series:

r'(0) OF (8) =r" (6™ )+0r" (6¥)cfo-6") (16)

Then, instead of minimizing the objective function, its
approximation is minimized:

(o) :%r” () (6) (17)
Equating the previous equation to zero, the following
expresson which minimizes the function (17) is
obtained:

37 (8%) (6% )cfe-6™))+97 (6% )" (6) =0 (18)

Adding the learning coefficient a®, with 6 = 8%+, it is
possible to obtain the following equation:

(1) — (k) _ () 7 (g @\ 37 (g®

6% =6% - Q7 ()3 (6%)5 a7 (6%
7 (6)

In literature these equation represent Gauss-Newton

algorithm for a® = 1, that is, Gauss-Newton damped

agorithm for variable a® < 1, where the Hessian
matrix is replaced by a matrix:

A (e(k)) =J (e(k) )J (e‘k)) (20)
Levenberg introduced the approximate matrix of the
Hessian matrix:
A (e<k)) =J (e<k))[:u (e(k>) +ul (21)
By replacing the Hessian matrix with Levenberg

matrix, the final expression for calculation of the
parameters is obtained:

6% =60~ (6%) 7 (6%) i (6¥) (22)

Based on the presented mathematical model, a program
for identification of unknown parameters was written in
the MATLAB software package.

(19)

3.2Numerical case study

In this section, an numerical case study for the
identification approach described is provided.
Geometry of the spindle-holder-tool assembly used for
numerical simulation, bearings and interface dynamics
properties and all other information related to FEM
model are given in [3]. Vaues of identified parameters

are shown in Table 1, together with errors of
identification. Fig. 3a and 3b shows the comparison of
FRF at the tip of the tool holder and at the tip of the
tool with the identified and real values, respectively. As
shown in Fig. 3, the accuracy of the identified
parameters is more than satisfactory. Somewhat larger
errors are encountered in the identification of the
rotational tiffness, because this parameter has no
significant impact in the synthesis of dynamic
subsystems. The most dominant factor in the synthesis
of dynamic subsystems is trandational tiffness, and
this values are most accurately identified.

Identified Relative

Exact value value error [%]
ske [N/m] 6.5:107 6.47984107 0.31
s1ke [Nm/rad)] 3.5:106 3.739310° 6.84
sHC [NS/m] 50 44.8 10.24
sHcr [Nms/rad] 7 3.8 45,71
Hrke [N/m] 2.1:107 2.10254-107 0.12

nrke [Nm/rad] 1.4106 1.26983106 9.3

wrc [NS/m] 15 12.24 18.4
HTCr [Nms/rad)] 3 211 29.67

Table 1. Identified contact parameters of the spindle-
holder-tool system

— FRF obtained with FEM analysis
--- FRF obtained with identified contact parameters

0 500 1000 1500 2000 2500 3000
Frequency [Hz]

— FRF obtained with FEM analysis
--- FRF obtained with identified contact parameters

Receptance [m/N]

0 500 1000 1500 2000 2500 3000
Frequency [Hz]

Fig. 3. FRF of the spindle-holder (a) and spindle-
holder-tool (b) system with identified contact
parameters

3.3Experimental case study

In this section in addition to the analytical case
study, an experimental case study for the parameter
identification approach is described, combining
experimental and FEM data. The spindle-holder-tool
assembly shown in Fig. 4 is suspended to obtain
free-free end conditions for performing an impact tests.
Experiments were performed with 1SO 30 type holder,
in which carbide tools with different combination of
tool diameters (D = 9-30 mm) and different tool
overhang lengths (L = 16-83 mm). These two
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parameters have the strongest influence on their values.

— Accelerometer
Spindle-holder-tool

Data acquisition unit

PC with modal
analysis software

[ . T = dl000000
(YeleYele) o | KeYeXelofeXe) +

Impact hammer

Fig. 4. Schematic layout of experimental setup

In order to provide sufficient data for analysis of the
connection parameters at the holder-tool interface 178
measurements was made with different combinations of
spindle-holder—tool assembly. Fig. 5 and Fig. 6 shows
the result identified trandational stiffness and damping
at the holder-tool interface, respectively. From these
figures it can be concluded that with increasing
diameter and tool overhang length occur increase size
of trandational stiffness at holder-tool interface. On the
other hand, it is not possible to derive genera
conclusions on the impact of these parameters on
tranglational damping.
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Fig. 6. Identified trandational damping
4. CONCLUSIONS

One of the most important requirements in
exploitation of the spindle assembly is its dynamic
behavior, so the main aim of this study was to develop
a mathematical model for identification of the contact
parameters at spindle-holder and holder-tool interfaces.
The proposed model was anayticaly and
experimentally verified and satisfactory accuracy of the
identified parameters was concluded.
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Abstract: Proper behavior of multivariable process isn't guaranteed only through the disabling influence of its
mutual coupling (interaction), but also compensation of disturbance has very important role. Investigation of
disturbance that can be rejected by previously decoupled 2x2 process has been presented in this paper. Considered
flow tank, as a multivariable process, was controlled using Pl controllers. The aim was to determine limit of
disturbance intensity under whose influence system can operate correctly, and in that way additionally check
validity of designed decoupler, i.e. chosen control strategy. General expression for periodic rising signal that can be
introduced into process in order to present array of disturbances has been derived, too. Investigation is very useful
and applicable in electrical discharge machining and it was supported by simulations.
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1. INTRODUCTION

Numerous researches have been presented the
advantages of the control systems containing decoupler
in its controller over approach where mutual coupling
wasn't taken into consideration. In one of them [1],
control system of level and temperature in 2x2 flow
tank has been investigated due to its similarity with
many devices in industry, for example, EDM (electrical
discharge machining) machines with electrode where
state of electrolyte is monitored. Analysis of interaction
among its inputs and outputs was carried out using
theory given in [2] and decoupler has been designed
like in [3]. Previously, process was modeled in [4]
using physical laws and experiential data. Parameters
of Pl controller were determined based on principles
given in [5] without need for repeating relay feedback
test like in [6]. Besides reference tracking, researched
and confirmed in [1], another very significant indicator
of control quality is process ability to reject
disturbances that occur during its operating. That is the
main subject of this research. Here will be considered
four cases of disturbance that should serve to determine
limits of its intensity which system can compensate.

2. PROCESS AND ITS MODEL

Various types of plants in the chemical,
pharmaceutical, food and other industries contain some
kind of flow tanks where two fluids are mixed in order
to obtain their blend. Flow tank with water as a fluid

that come through the two valves, 1 and 2, whose
temperatures are ;=15 °C and t,=70 °C, respectively,
was researched. Water is mixed on the constant number
of revolutions. One or more properties of final fluid
through the outlet valve 3 (on/off type, flow rate Qs)
can be controlled. Therefore, in present 2x2 process,
inputs are flow rates (Q; or Q,) through the valves 1
and 2. Outputs are level h and temperature t. Reference
values are taken to be 1 m for level, and 30 °C for
temperature. Mathematical model for this type of flow
tank, derived in [4], is expressed with following
transfer function matrix:

_ I:gll(s) g12 (S)D_
=) o)

o K K C
0 L
=0 l;l—S +1 lg—S +1 C 1)
EI 1 e—Lls 2 e—LZs
H,s+1 T,s+1 E

where: gj(s) — elements of transfer function matrix, K,
K; and K, — gains, T, T, and T, — time constants, L, and
L, — delay times.

3. ANALYSIS OF DISTURBANCE

Analysis of process behaviour in the presence of
disturbance is extension in checking of control strategy
for considered flow tank. General form of used
disturbance is expressed by equation (2).

D, to(og,) ,-Lnil(to +t(j-1)+ At ty +t,j) Ut +t,n, +oo)

q zﬁo,i], t=t,+t,(i-1)
O, tOft+t, (i -1),t +t, (i -1)+ At)
i0], t=t,+t,(i-1)+At

, 1=1,2,...,n 2)
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where are: t, — time of introducing of the first
disturbance, t, — period between starts of the adjacent
disturbances, At — disturbance duration, i — disturbance
intensity, d; — ordinal number of disturbance, n -
number of iterations. Square shape of disturbance was
taken and it is assumed that they appear in the steady
state. To enhance efficiency of test, the disturbances
were introduced sequentially with defined period and in
rising order of their intensity (more precisely, its
absolute value). Whereas disturbances aren’t measured,
the feedback control is necessary here. The meanings
of values in equation (2) are shown in Fig. 1.a). The
part b) of this figure shows opposite direction of
disturbance influence. Hence, this form can be used to
determine limits of disturbance intensity.
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Fig. 1. Array of square disturbances: a) positive
direction, b) negative direction

It offers opportunities for researching wide range of
their intensity, but then they have to be scaled.
In this survey following values have been chosen:
%=500 s, t,=200 s, At=10 s, n=4. Boundary for

QOutt

acceptable intensity are 10 % of overshoot and
undershoot. Analysis was performed through the
considering process responses in presence of
disturbance. That was realised using simulations, which
need configuration in Fig. 2. and block diagram of
entire control system shown in Fig. 3. This block
diagram, except disturbance, was formed in [1,4],
where 1/P transducer is current-pneumatic transducer
and U and X; are manipulated and controlled variable,
respectively.
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Fig. 2. Configuration for introduction of disturbance
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For increasing of clearness, here should be
emphasized, that this approach can be used regardless
of type of fluid, whether it is being mixed or not (one
or two fluids) and whether disturbance is introduced by
adding or removing of fluid.

3.1 First case — increasing of level and temperature
(h+, t+)

Hot water on temperature of 100 °C is adding into
tank with flow rate which scaled values are between
(1-4). Exact ratio between disturbance and its scaled
value can be determined experimentally. That implies
its scheduling till equalization of process responses
obtained from simulations with its real equivalent,
whereupon it can be related with certain value i in
equation (2). Effects of disturbance on the process
outputs depend on terms in transfer function matrix,
too. But for completing definition of disturbance effect,
relation between fluid volume and temperature should
be calculated and it is presented through the correction
factor K;. This is carried out using law of conservation
of energy, which for this flow tank is expresed by
equation  t. =(Vt+Vet)/(V+Vy), where:  t., -
temperature of blend after influence of disturbance, t, —
temperature of blend before influence of disturbance, tq
— temperature of added water, V, — volume in flow tank,
V4 — volume of added water. Now correction factor is
Ke=[(t+1—t;)/ t]-100.

This way can also be utilized for determining
(scaling) of disturbance impact on similar processes.
Such approach gives more possibilities for disturbance
investigation, because it enables work using
simulations when experimentally scaling was
previously carried out.

In this first case K{=2,3. Simulations of four values
of disturbance intensity, without gains 3 and 4 in Fig. 3,
give level in flow tank in Fig. 4, while Fig. 5. and 6.
contain temperature and its enlarged view, respectively.
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Fig. 6. Enlarged view of temperature in flow tank under
influence of disturbance (h+, t+)

Therefore, to avoid repetition of similar figure (here
Fig. 3.), their diversities within these four cases are
particularly emphasized in belonging subchapters.

3.2 Second case - increasing of level and decreasing
of temperature (h+, t-)

Equal volumes of mixed water and ice as in first
case, but here on temperature of 0°C are adding into
tank. Therefore, level is the same like in first case (Fig.
4) and temperature, obtained after simulations of four
values of disturbance intensity, without gains 3 and 4 in
Fig. 3, is shown in Fig. 7. In this case correction factor
is K=-1. It is important to say that different, but also
too small impact of water temperature (100 °C and 0
°C) on its volume in tank is neglected in this research.
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Fig. 7. Enlarged view of temperature in flow tank under
influence of disturbance (h+, t-)

3.3 Third case - decreasing of level and increasing
of temperature (h-, t+)

This case describes drop flow through the valve 1,
and because of that, at the initial moment, more water
come from valve 2. Temperature of that water is 70 °C
and it increases temperature of blend t. In this case
correction factor is Ky=1,3. Simulations carried out
according block diagram in Fig. 3. give level and
temperature in flow tank shown in Fig. 8. and 9,
respectively.

ey N N A A A A A O AN A A
1'1'777777\777777777\777777777\77777777*
T T T =T VT T T T T
09—y~ 4-—-1-—-r -+ ﬂ**\**r*‘r’\g*\**\\{*f*‘r*ﬂ**
08F —/+ — 4 — —l— =k =+ 2 A= ==k — 4 23— —I=\2 b — 4 — - — —
ozl fr o o oo_adt, o d2 A3, A4y ]
g A [y Oy I A (S HY S AR U
5 0.
s I I I I I I I I I I I ! I I
05/ -~ - - - - - - - - —
s 171 A A AL B
: 1 i I i 1 i I i 1 I I T 1 I
Lo e i Bl e e At At et Sty Rt Al ity Ml el
02 —+ - A4 - —l-—F -+t —A-—I-—F -+ ——~——-—+ —+— —— —
OlfF —+—A——l— =k -4 — A==l =k =4 =~ =~ — =+ — —— —
0 t t t t t t t t t t t t t t
0 200 400 600 800 1000 1200 1400
Time (s)

Fig. 8. Level in flow tank under influence of
disturbance (h-, t+)
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Fig. 9. Enlarged view of temperature in flow tank under
influence of disturbance (h-, t+)

3.4 Fourth case — decreasing of level and
temperature (h-, t-)

Drop flow (equal as in third case) but through the
valve 2 was simulated here according Fig. 3, and
because of that, at the initial moment, more water come
from valve 1. Temperature of that water is 15 °C and it
decreases temperature of blend t. In this case
correction factor is K=-0,5. Level is the same like in
third case (Fig. 8) and temperature is shown in Fig. 10.
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Fig. 10. Enlarged view of temperature in flow tank
under influence of disturbance (h-, t-)

3.5 Discussion of results

As stated, limits within which response can be taken
as good are +10 %. Thus, for level limits are
(0,9+1,1)m and for temperature (27+33)°C. To
determine settling time after influence of disturbance
Ts, steady state error was defined e&=+2%. It is: for
level &=(0,98+1,02)m and for temperature
€:=(29,4+30,6)°C. Taking into account these limits and
simulated responses, it is noticeable that disturbance
has larger influence to the level. Due to that, and taking
into account simultaneity of disturbance effects on both
outputs, the first limitation is in level. Numerous values
of disturbance intensity were varied and it was found
that responses (better to say level) weren't overcome
overshoot limits up to forth level of intensity, as it
shown in Fig. 4-10. Another favorable result is that
responses, which overcome steady state error, have
very short settling time measured from the moment of
disturbance occurrence (highest in the level in first case
Ts=39,5 s). Based on this, after mentioned scaling, the
real values of water volume and its temperature, which
can be added into flow tank as disturbance without
undermining the good work of process, can be
determined.
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4. CONCLUSION

This research supports efforts in forming general
model for determining range for certain kind of
disturbance that can be compensated by the feedback
decoupling control system. In this regard, general
model of rising disturbance in square form occurring in
equal intervals has been derived, because it well
enough represents the nature of disturbance, that have
been considered in listed four cases. Considering flow
tank, rejection will be better with larger Qzmax, because
for higher disturbance intensities drainage flow rate
should be higher, too. Regarding temperature, larger
flexibility of control system can be enabled with valves
which satisfy ratio Qsma=2 Q1max=2'Qomax. This flow
tank can serve as some kind of universal example,
where various machines and processes with similar
components in production industry can be investigated.
So, in this way, time separated disturbances in level
and temperature in a concrete types of devices, can also
be researched in future.
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APPLICATION OF KAIZEN METHOD THROUGH IMPLEMENTATION OF VISUAL
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Abstract: The article describes the process of improving the production process through the implementation of
visual control system for the production (control of adhesive application on pneumatic stop switch) based on Kaizen
philosophy. The visual control system consists of high-resolution camera, light source, hardware and software for
"avisual builder for automated control".

Made visual system in practice has proven to be a good solution that could significantly improve production.
Created systemis very flexible and with a small modification can be used for other product controls (check mark on

the goods, controlling of measures and deviations, etc.).
Key words: Kaizen, visual system, Petri nets

1. INTRODUCTION

Improvement of the production process with
accepting investments today could contribute with
faster and better production and become the aim of
slow growing economies. The answer on such a kind of
question is Kaizen approach.

Kaizen is basis of the Japanese production, the most
important business philosophy that makes business
fundamentals solid and more competitive. The word
Kaizen can be translated as a continuous improvment,
in which the continuous involvement of all company
employees. Kaizen company activities have to be well-
designed cycle of activities.

Kaizen philosophy is advisedly implementation of
the visual control system for quality control without
large investments, extra costs for education of workers
or major changes in the existing production process.

An important feature of the visual control system is
its flexibility and applicability to different models of
control. In the production with more types of products
is possible to use visual control systems for a variety of
models, which also has a positive impact on the
economic feasibility of the implementation of the
visual control system.

2. KAIZEN PHILOSOPHY

Lots of article cover Kaizen philosophy in different
production areas [1, 2, 3, 4, 5].

Circle of Kaizen activities involves standardization
of operation, measurement of the operation,
customization, innovation, raising of productivity and
standardization of new improved operations. Planning
of large scale and extensive projects with high risk and
uncertainty through Kaizen approach will be replaced
with a number of smaller projects with very large
amount of small improvements [6].

Kaizen can be displayed like an umbrella that
covers various continuous improvement inside of any
organization (figure 1. [7]). Kaizen is not only the type
of access to more competitive production but also

"everybody’s business”, because its strategy is based on
the assumption that each person has an interest in
improving.

Customer orientation
Total Quality control
Robotics
QC circles
Suggestion System
Automation
Discipline in the workplace|
TPM

Kamban
Quality improvement
Justin time
Zero defects
Small group activities
Productivity improvement
New product development

Fig. 1. Umbrella concept [7]

3. QUALITY CONTROL BY USING
COMPUTER VISUAL CONTROL SYSTEM

Today's industrial automation systems are almost
unthinkable without visual control in the process. The
overall visual control process from the supply of
images, processing, analysis and measurements can be
seen as an integrated process. Systems for computer
vision can be divided into several segments: light
sources, cameras, software, computers, 1/O (input -
output) units, sensors and observers (figure 2.).

Depending on the purpose of the visual system, the
main goal is to receive a signal from the object to be
tested, so that can be determined the geometry and
properties, and based on the obtained and processed
data to program an action. [8]

1.2 - The camera and light
source

3 - Lens distance from the
object of observation,

4 - The minimum size of the
object that can be distinguish
among (resolution)

5 - The size of observation area
(coverage).

Fig. 2. The basic parameters of the visual control
system,
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In visual control system, the object that has to be
checked is necessary to be lead in control area and
associated with program for image processing (figure
3.). As a unit for the fetching of images is
recommended to use the digital industrial cameras with
high resolution. Depending on the type of measurement
and control, the camera has to be calibrated for
prescribed conditions (distance the lens from the
surface of observation, color recognition and segments
of the observed object). It is very important a constant
and uninterrupted source of light (intention not to
change the conditions in image processing during the
process). After computer image processing control, one
of the programmed action followed depending on the
results of a visual control that the computer sends to the
terminal, LAN, PLC, printer and so on.

Area of ation

Object
observed

$ ‘ Programmed actions

‘ Transportation 9 .

Custom image processing
-PC

- Software
- Database

Fig. 3. The principle of verification of the product by
using the visual system

“A visual builder for automated control" (Vision
Builder Al - VBAI) from National Instruments has in
features which allows that system can be quickly
installed and implemented as standalone visual control
system.

For controls that require conditional decisions or
repetitive actions, VBAI works through model and
processes diagrams. Through model can be configured
that each state performs a specific action: from fetching
of images, over text reading till the communication
with external devices. The results of these steps are
determined which transition that will be used for the
next state. Using diagrams it can be can created very
complex computer applications for visual control,
where the flexibility of programming is better with
using ready-made objects (graphical programming) [9].
State and process diagrams work on Petri nets (PN)
principle.

Universality is one of PN advantage. The principles
are the same, only the necessary knowledge of the rules
of each element (subsystem) within the system to
assign a specific meaning. In this way, the connections
and the characteristic behavior of asynchronous,
concurrent, discrete systems have become very
transparent.

For the modeling of events-discrete-dynamic
system should be taken into consideration conditions
and the events that can lead to the change of state. Net
status is described through set of variables that
represent local conditions. Furthermore, the net points
out clearly the existence of the transition and the
network structure is based on two sets of objects:
positions and transitions.

Positions and transitions are linked through weight
relations. Structure of Petrie net is defined by the
weight, bi-parity and graph that consists of the
positions, transitions and arcs. Petri nets are graphical
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method that used the circle to display the position and
lines to show the transitions. Input-output connections
are shown by arrows between positions and transitions,
Figure 4. shows a simple PN model [10].

Ps

Fig. 4. Simple PN-model [10]

Weights, positions and transitions got a specific
meaning with the goal of correct interpretation of the
model. For example: In the production system positions
typically represent resources (machines, work pieces,
information...); weight in a position means that the
resource is available, and the lack of weight means it is
not available; and position can be used to set the
conditions. If such a position has a weight, a condition
is true; otherwise it is false (logic 1 or 0).

The transition is usually used to represent the
beginning or end of the event (e.g. the machine is
repaired...).

Today exists different variants of PN basic structure
mainly with simple upgrades. The aim of the upgrades
is to improve its functions. Such variants of PN are
AMI, Aadli, Artifex, Algebraic etc. [10, 11, 12]

4. VBAlI PROGRAMMING
FEATURES

INTERFACE AND

VBAI interface is composed of the main window
that shows the current picture or diagram; the auxiliary
window; the window for defining individual states
from the diagram; the menu bar; testing and inspection
program bar; bar in which can be defined the steps for
each part of the program (installation, diagram,
cleaning of variables, selection of control) (figure 5.).

Fig. 5. Development program interface VBAI

After the application is started the program firstly
looks for camera signal, then check the object of
observation (existence and position). After that
program checks the shape of the object (proper form).
If everything is OK than program check the color
(checks if the observed subject target surface covered
with glue or not).

In case of any negative status the program on the
screen-prints an error message (no object, incorrectly
position of the object, wrong shape of the object, no
glue or control is not passed).



Figure 6. shows state diagram for control of glue on
pneumatic stop switch, while figure 7. presents
necessary control steps for the checking of observed
object. The steps are: Simulate Acquisition (figure 8.),
Create Region of Interest (figure 9.), Find Edges (figure
10.) and Logic Calculator (figure 11.).

Start

Fig. 6. State diagram for control of glue
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After previous step, the following step is checking
the colour (figure 12.). The steps are following: Match
Colour Pattern (figure 13.), Coordinate System Setup
(figure 14.), Count Pixels (figure 15.), Set Inspection
Status (figure 16.) and Custom Overlay (figure 17.).
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When the subject meets all state controls and
program steps, the program will show the text in the
green field "TRUE". The subject is identified as correct
pattern. Figure 18. shows the user interface in the case
of correct pattern identification.

T § =

slelgR

Fig. 18. The appearance of the control interface in the
correct pattern

5. CONCLUSION

The purpose of the mission was to improve a
particular segment of the manufacturing process with
reasonable investment, which will contribute to faster
and better manufacturing (Kaizen approach). Visual
quality control system is the optimal solution that does
not require large investments, additional training of
workers or major changes in the existing production
process.

The data are taken from Croatian company
ELODA. Data are from 2012. when company produced
102.600 pieces of pneumatic switches — 1.246 pieces of
waste.

Total installation and control time for 1,000 items is
17.6 hours. Testing and emulating the work of the
visual system have been done in 1000 passage of the
observed object. Total savings on 102,600 pieces was
3.16 hours, which is not a drastic savings in time, but
reduction of discards items was 0.3362%. Current
number of product wastes is around 1%, (10.000 ppm)
and the goal is less than 1,000 ppm. Every step in
reduction of rejects items is step forward.

The advantage of the introduction of the visual
system is to improve quality control (high repeatability,
reduction of waste etc.) and to improve informatisation
and automation of the plant, which is very important
for maintaining and getting new certification.

The system is very accurate and possible errors are
the factors in the environment, such as changes in
lighting, dust and moisture on the lens of camera etc.

Visual system showed that in terms of production
need industrial high-resolution camera with advanced
features. Another important factor is the light source
that must be unobstructed and well-focused on the
control field because any major changes in lighting can
significantly affect on the results.
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OPTIMISATION OF THE INSERT TOP CLAMPING SYSTEM USED AT TURNING
TOOLS

Abstract: Modern tools used on the machining centres have indexable hardmetal inserts fixed with mechanical
systems. The intensive cutting parameters determines stresses that can decrease the stability and the reability of the
inserts. The paper analyses the optimal clamping point of the inserts top clamping system used at turning tools. Both
sguare and triangle inserts are studied. The finite element method allows the internal insert stresses analysing. The
study is useful for the design improvement of the inserts top clamping systems.

Key words: turning tool, insert, clamping, lever clamping, stresses, design.

1. INTRODUCTION

Current machining systems are faced with
increasing requirements for machinability, quality and
tool life. The machining systems consist of a machine
tool, a work piece clamping device, a work piece, a tool
and a tool clamping device. The tools are all made
entirely of cemented carbides (hard metal), or have
changeable inserts by cemented carbide.

A number of authors have sought to analyse
clamping devices of blanks and to optimize them.
Leminen [3] analyses requirements and criteria of
modularization and standardization of the work piece
clamping devices. Maracekovd [4] focused on
deviations generated during the turning process due to
blank clamping pressure. Todorovic [5] analyses a
fixture-work piece system with different types of
clamping elements.

Technical literature analyses little of inserts
clamping on cutting tools. Brindasu [1] analyse a wide
range of problems which appear at cutting tools and try
to give solution using creativity and finite element
method analyses.

The insert clamping system on the tool body must
meet a number of needs:

Small costs per volume unit of machined material;

High durability of the inserts and their clamping

elements;

Maintaining the positioning dimension of the

cutting edge after reconditioning;

Easy and quick changing of the insert;

The stability of the insert position on the tool body.

The direction and magnitude of the cutting force

can vary and dislodge the insert. In this situation its

processing precision and tool life decreases.

To meet these needs, the insert clamping system on
the tool body must satisfy a number of functional
requirements:

Shapes of the insert, insert seat and clamping

elements must ensure the stability of the insert

position on the tool body.

The application position of the clamping force must

be well-established to provide insert stability and

not to introduce unfavourable tensions in the insert.

The value of the clamping force must be large

enough to provide a rigid grip but small enough not

to destroy the clamping screw thread and to produce
deformation of the clamping elements or
unfavourable tensions in the insert.

Favourable stresses in the insert in order to obtain

better durability.

Until now, cutting tools firms produced some
clamping system for the carbide inserts, without fixing
hole used for turning. The most usual are presented in
figure 1.

Fig. 1. Top clamping systems

Technical literature doesn’t analyse details related
with these systems. For a correct design some
information are necessary to be known. The following
problems will be analysed:

e clamping force value;

e clamping force point of application and
direction;

* insert stresses.

2. CLAMPING FORCE ESTIMATION

To estimate the clamping force, a model presented
in figure 2 was used. The clamping element is fixed by
a screw. The worker applies a torque moment in order
to fasten the screw. The clamping element presses the
insert with a P force. The value of the torque moment is
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indicated in the technical literature [6] (table 1).

Screw Thelength of Torque[Nm]

the screw [mm]

M3 7..85 1.2

M3.5 12 3
9.4 2
5.2 1.2

M4 8.5...13 3

M5 10...17 5

M6 20 7.5

Table 1 Torque moment for a range of clamping
SCrews

The parameters are:
M, - torque moment;
P - clamping force;
I, - clamping system parameter (5...10 mm);
0. - compression strength for cemented carbide
(2500-5000 MPa);
A. - contact area between the insert and the
clamping element.

O,
>

P

I

Fig. 2. Clamping force estimation

The following equations can be written [2]:
M, =020P0O, (1)
For a M4 screw, the torque is 3Nm. Considering
I-=7mm, the clamping force is:

P= M, =2100N (2
0.2

P
For a M5 screw (torque is 5Nm), the clamping
force is 2500 N.
Contact area between the insert and the clamping
system depends on the shape of the clamping element.
It is generally greater than 1mm?:

In the following study clamping force was
considered to be P=2000 N for finishing and P=2500 N
for roughing.

3. CLAMPING POINT POSITION FOR SQUARE
INSERTS

In order to compute the best point position for insert
clamping the figure 3 is used. The insert is described in
the Oxyz orthogonal system. It has supports on the
bottom surface and on two lateral surface opposites to
the cutting edge. The cutting force point application is
considered to be at the middle of the chip width. We
want to establish the best position of the clamping point
for different cutting parameter.

The defined parameters are:

l'is insert length;

s - insert thickness;

P(Px, Py, Pz) clamping force;

A(-ax, -s, az) insert clamping force position;
F(Fn, Fy, 0) — cutting force;

B(-I, -s, Ig) —cutting force position;

Rx, Ry, Rz — reaction forces in supports.

The force and momentum of equilibrium equations
are:

Fy + PXx—Rx-pRy—-pRz =0 3)
Fy+Py-jRx-Ry-pRz=0  (4)
Pz-pRx-pRy-Rz=0 (5)
FylF + Py[az—-Pz[$+0.5u[Rx[$—

0.5 (Rx - 0.5[Ry 1 +0.5[Rz =0 ©
FN [F + Px [z - Pz — 0.5 Rx [ - 0
—05RyI+05[RzI+05Rz1=0
Fy-FN G+ Pyax - Px+ 0.5 (Rx 5 - @

-05RyD+0.50uRz$-0.5Rz0 =0

From the equations 3 to 5, the values of reaction
forces in supports were computed. With these values,
from equations 6 and 8 was possible to establish the
expression for ax and az coordinates (clamping force
point of application).
In order to improve the equation shape we consider:

m=0501+u)/(1-p)/(1+2un)

Nn=050u /(1-p )/(1+2u)

Fig.3 Force equilibrium model of a square insert at turning
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Clamping force point of application coordinates are:
ax=mi+ nZ+ Fy/Py [I(m-1)+ n[3] + ©)
+ FN/Py [s(1- m)-n(] + Px/Py[s(1-m)-n]
az= m+nE+ Fy/Py (md+n5-1F)+
+ Pz/Py [s(1- m)-n]

For a friction coefficient p = 0.25 and a normal
cutting Fn= 0.2 Fy, clamping force point of application
coordinates are:
ax=0.550+ 0.11$+ Fy/Py (0.2[5-0.47 )+

+ Px/Py (0.45 [$- 0.110)

(10)

1)

az= 0550+ 0.11%+
+Fy/Py (0.550+ 0.110%- IF)+ eevv.... (12)

+ PzIPy (0.45.%- 0.1100)

For an insert with 1=12.7mm and s=4,76mm, p =
0.25 and a normal cutting Fy= 0.2 Fy at finishing for Fy
= 500N, Iz = 0.91 and Py=2000N, the best point
position for the clamping force is ax = 6.25mm, az =
6,6 mm.

At roughing for Fy = 1000N, |IF = 0,6.1 and
Py=2500N, the best point position for the clamping
force isax =5,5mm, az = 7,2 mm.

Fig.4 Force equilibrium model of a triangle insert at turning

4. CLAMPING POINT POSITION FOR
TRIANGLE INSERTS

The triangle insert is described in the Oxyz
orthogonal system (fig.4). It has supports on the bottom
surface and on one lateral surface opposite to the
cutting edge. The cutting force point application is
considered to be at the middle of the chip width.. We
want to establish the best clamping position for
different cutting parameters.

The defined parameters are:

I is insert length;

s - insert thickness;

P(Px, Py, Pz) clamping force;

A(-ax, -s, az) insert clamping force position;
F(Fx, Fy, Fz) — cutting force;

B(-1x, -s, 1z) —cutting force position;

Rx, Ry, — reaction forces in supports.

The force and momentum of equilibrium equations
are:

Fx+Px -Rx - p[Ry =0 (13)
Fy+Py-pRx- Ry =0 (14)
Fz-Pz —-pRx-pRy =0 (15)
Fz[3-Fylz+ Pylaz - Pz[$3=0 (16)
Fx(lz- Fz(Ix- Pz[ax- n3/3/6 (Ry - ;7

-Pxtdz= 0
Fylx - Fx 5+ Py [ax- Px[5% - a8)
/316 Ry +0.5MRx3=0
From the equations 13 and 15, the values of

reaction forces in supports (Rx, Ry) were computed.
Their values are:

FX_HEFy+Px_uPy

R, = - (19)
F,-uF, +P —pP
g BIEIRIR g

With these values, from equations 16 and 18 was
possible to establish the expression for ax and az
coordinates (clamping force point of application).

Clamping force point of application coordinates is:

_ s[F, —I,[F, +s[P, ++/3/6 IR, -0.5[UBR,

a,
Py
(1)
(P, +1,F, - s[F
a =ttt @)

y
The forces Fx and Fy are: Fx = Fy . cos kr and Fz = Fy
. sin kr, where Kr is the approach angle of the cutting
edge.

For a friction coefficient p = 0.25 and a normal
cutting Fy= 0.2 Fy, kr= 60° an insert with 1=16.5mm
and s=4,76mm, at finishing for Fy = 500N and Py =
2000N, the best point position for the clamping force is
given by ax =4.3 mm, az = 0.9 mm.

At roughing for Fy = 600N and Py = 2500N,the
best point position for the clamping force is ax =
5.1mm, az = 1.2 mm.
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Fig.6 Von Misses stresses for
roughing manufacturing insert

5.INSERTS INTERNAL STRESSES

In order to analyse the internal stresses of the inserts
in the cutting process, the finite element method was

| (AN ]|

Fig.5 Von Misses stresses for
finishing manufacturing insert

used. The used soft was ANSYS 5.5 and the structure

was modelled with SOLID 45 finite elements. The

geometric model of the insert was generated in a

parametric way in APDL language, a proper language

of the ANSYS soft. “Mapped mesh” method was used
for the meshing process.

The mechanical characteristics of the insert material

were: Modulus of Elasticity E=550 GPa; Poisson

Coefficient v = 0,19; Density p =15.10 -6 Kg/m3.

Numerical simulation was done for many different

cases of manufacturing parameters. In this paper two

cases are presented.

For the finishing manufacture the parameters are:
Cutting force F=500 N; Clamping force P=2000 N;
Chip thick a=0,3 mm; Chip width b=2 —mm;
Insert clamping point coordinates ax=6.25 mm and

az=6,6 mm;

For the roughing manufacture the parameters are:
Cutting force F=600 N; Clamping force P=1000 N;
Chip thick a=0,7 mm; Chip width b=6 mm;

Insert clamping point coordinates az=7,2 mm and
ax=5,5mm;

The study allows the computing of the Von Misses
stresses and nodal displacement. In finishing
manufacture case the maximal stresses in the cutting
area was o0VM=1882,25 MPa and the maximal nodal
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displacement of the edge was Auy=0,657 pm.

In roughing manufacture case the maximal stresses
in the cutting area was cVM=1383,55 MPa and the
maximal nodal displacement of the edge was
Auy=0,721 pm.

Admissible compression strength for cemented
carbide is in the range of 2500-5000 MPa. Comparing
the two analysed cases, in the finishing situation
stresses are greater because of the smaller contact area.

6. CONCLUSIONS

The paper is useful for computing the coordinate
point of the clamping force, especially for the special
complex turning tools, which combine several
operations into one. This is important for the stability
of inserts even when the force has variable value and
direction. A technical solution that will be useful in the
future is the realisation of the contact between the
insert and the tool body through a complex surface.
This will assure a better stability of the insert. The great
value of the clamping force induces high level of
stresses in the insert. It is useful to use shapes of the
clamping element (even supplementary elements) that
will enlarge the the clamping area. The knowledge of
the stress distribution is important for the design of the
cutting tool and for the evaluation of the insert
reability.
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STRAIGHTNESS EXAMINATION OF CMM AXES

Abstract: It is generally known that the parts with tight tolerances can only be measured on precise, or
accurate measuring machines. Accuracy is one of the indicators of quality of measuring equipment. By controlling
the parameters of accuracy from the very beginning of machine life cycle, it is possible to maintain the permissible
limits of its quality characteristics. The straightness deviation represents line flow in two perpendicular planes. The
straightness is one of the essential characteristics of exploitation that must be strictly controlled. Measurement of
straightness is applied in many areas such as manufacturing and testing of precision instruments, measuring
dimensions of large objects, assembly and adjustment of large equipment.

In this paper, the emphasis is placed on the straightness of the numerically controlled measuring machines
(CMM) elements movement along the X and Y axes. The measurement is carried out by laser measuring system

(LMS).

Key words: CMM, Straightness, Laser measuring system

1. INTRODUCTION

The paper describes numerically controlled
measuring machines, and presents some of
experimental results obtained during the straightness
examination of coordinate measuring machine elements
along the X and Y axes, on the example of Carl Zeiss
Contura G2. All results are presented graphically.

Methods for determining the work table moving
straightness can be realized by measuring the angle
deviation or lateral displacement of the table during the
movement. An auto-collimator, precision level, or laser
interferometer can be adopted to determine the angle
deviations, whereas a straightedge, taut-wire and
microscope, alignment telescope, four-quadrant photo-
detector, or laser interferometer can be used to
determine the lateral displacements.

Although some other methods have been proposed,
the laser interferometer for lateral displacement
measurements is widely used due to the advantages of
high signal to noise ratio, high linearity, high
resolution, non-contact, and direct measurement. Laser
interferometer was used in the experiment, which was
carried out in this paper.

Numerically controlled measuring machines are
complex metrology systems. Key elements for the
development of CMM are computers, sensors and
micro electrical engineering. Numerically controlled
measuring machines have two primary applications.
The first application of CMM is for measuring and
control of all types of tolerance, and second is for
adaptive conformity quality management.

The basic characteristics of CMM are [1]:
 Metrological universality
» High resolution, accuracy and reliability compared

to conventional measurement technique

* High productivity
» Complete automation of almost all the work cycles
* High flexibility
* Low total cost of metrology process

* Relatively simple and quick preparation process,
calibration,  adjustable  measuring  objects,
programming and handling CMM system

The parameters that determine the quality of a CMM
are shown in Figure 1 [1].

Quality parameters
of CMM
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Y (XZ)
Z (XY)
Positional
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Fig. 1. Elements of CMM quality parameters [1]

2. AXES STRAIGHTNESS

The straightness represents deviation of line flow in
the two perpendicular planes (Figure 2). Figure 2a) and
2b) shows parameters of deviation from straightness
and Figure 2c¢) shows the straightness measurement

results.
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Fig. 2. The parameters and the presentation of axes
straightness measurement results [2]
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In this way is obtained 6 straightness parameters:

* A,y straightness of X axis measured in the Y direction
e A, straightness of Z axis measured in the X direction
* Ay, straightness of Y axis measured in the X direction
e A,,- straightness of X axis measured in the Z direction
* A,y- straightness of Z axis measured in the Y direction
* Ay, straightness of Y axis measured in the Z direction

By SRPS standard straightness testing includes:
 The line straightness in two planes
e The straightness of the machine parts
(components)
e The straightness of movement (movement paths
of machine elements)

Path straightness testing is crucial for examination
the straightness of machines slide and base. The path
straightness of the machine can be defined as
parallelism of machine element movement trajectory
and the reference line, which is parallel to a measured
axis.

Testing can be done in several ways, such as trial by
using a measuring ruler and measuring comparator,
using stretched wire and a microscope, and using a
laser alignment, or a laser interferometer.

As already mentioned, in this paper straightness is
measured by the LMS. During the measurement the
laser beam passes through the interferometer
(Wollaston prism) and being separates in two beams at
an angle 6. These beams are normally deducted from
the reflector and return to the laser head, passing
through the interferometer, where they are again
combined into a single beam. It should be noted that
the reflector consists of two rigidly connected mirrors
under precise angle. The lateral movement of the
interferometer relative to the axis of the reflector is
detected inside laser head, and sent to data recording
device (Figure 3).

Reflector

Interferometer

kxR X0
SR
RRRIAERS

Fig. 3. Testing straightness by using laser
interferometer [3]

3. MEASURING INSTRUMENTS

Testing the straightness of above mentioned CMM
(Carl Zeiss Contura G2) elements along the X and Y
axes was carried out using a laser measuring system
(LMS) 5526 A, produced by "Hewlett-Packard", with
the accuracy of 0.5 um/m + 0.2 um/m (Figure 4). This
system consists of;

« Laser head (He- Ne gas laser)- 5500 C
< Automatic compensator- 5510A
 Laser display HP- 5505A

« Straightness adapter
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 Optical components

Laser head 5500C is one of the first HP laser for
metrology which has an integrated optical receiver for
the return laser beam [4].

Automatic compensator 5510 A is used to correct
the influence of environmental factors such as
temperature, humidity and air pressure. These factors
are measured by using the appropriate sensors
connected to the compensator.

Fig. 4. Numerically controlled measuring machine with
mounted LMS

Straightness adapter (Figure 5) consists of partially
transmissive mirror that turns the reflected laser beam
to the lower opening on the laser head. The laser beam
passes through the de-modular polarizer to photo
decoder where further signal processing is performed in
the usual way.

Fig. 5. Straightness adapter [4]

Optical components for measuring straightness are

used:

« Straightness interferometer (Figure 6), depending on
the length of the measuring way can be used short
range and long range interferometer. In this case is
used short range interferometer that allows
examination of straightness from 100 mm up to 30 m.

» Straightness reflector (Figure 6), as well as an
interferometer, can be for a short and for a long range
examination. It consists of a pair of flat mirrors
rigidly connected under the precise angle. The
difference between the short and long range
straightness reflector is in the angle between mirrors.
In this case, is used short range reflector.



Fig. 6. Straightness interferometer and straightness
reflector [4]

4. STRAIGHTNESS TEST RESULTS OF THE
MEASUREMENT SENSOR CARRIER
MOVEMENT

To test the straightness of above mentioned CMM
elements along the X and Y axes is used already
described laser measuring system, while collecting and
processing data are carried out with computer system.

Measuring the straightness of CMM elements
moving along X direction is done in relation to the two
planes XY and XZ plane. The only difference in these
two measurements is in adjustment of the LMS, i.e.
straightness reflector.

Total measuring way in the X direction is 700 mm,
and the distance between the measuring position is Li =
70 mm. The movement of the measuring sensor carrier
was performed using a PC, the measurement was
performed in linear cycle (Figure 8), and the first
passage is used to test the program. After this passage,
measurements were carried out five times in both
horizontal and vertical planes. Measured straightness
values for measuring sensor movement along the X
axis, measured relative to the Z axis, are shown in
Table 1. The calculated values of deviations from
straightness are shown in Table 2 and graphically in
Figure 9.

Fig. 8. Segment of linear measuring cycle [7]

Redni T merenje 11 merenje TIL merenje IV merenje V merenje

broj = — = — = — = — = —

0 0| 00108 -0,0144 -0,018 -0,018 -0,018 0,018 -0,018 -0,018 | 00144

0,036 | 00432| 00432 | 00468 | 00468 | -0,0468| -0,0468 | -0,0468 | -0,0432| -0,0432

-0,0648 0,072 | 0,0756 | -0,0756 | -0,0756 | -0,0756| -0,0756 -0,072 0,072 0,072

0,0972| 0,1008| -0,1044 | 0,044 | -0,1044| 0,1044| -0,1044 | -0,1044| -0,1008 | -0,1008

0,1296 | 0,1332| 0,1332 | 0,1368 | -0,1332| 0,1332| -0,1332 | -0,1332| -0,1296 | -0,1296

0,1584 0,162 0,162 | -0,1656 | -0,1656| -0,162| -0,162 0,162 | -0,1584 | 0,1584

-0,1908 | 0,108 | -0,1944 | -0,1944 | -0,1944 | -0,1508 | -0,1908 [ -0,1908 | -0,1872 | -0,1872

0,2232 | 0,2232 | -0,2232 | -0,2232 | -0,2232| -0,2032| -0,2232 | -0,2196| -0,21%6| 0,216

0,252 0,252 0,252 | -0,2556 0,252 0,252 0,252 0,252 | -0,2484 | -0,2448

e los || en|un|e [ fra]|=

0,2808 | -0,2844 | 0,2808 | 0,2844 | -0,2844| 0,2844| 0,2808 | -0,2808| -0,2772 | 0,2772

-
=

0,3132 | 0,3132| 0,3132 | 0,3132| -0,3132| 0,3132| -0,3096 | -0,3132 0,306 | 0,306

Table 1. The measured straightness for movement
along the X axis

Meme tatke Odstupanje od pravosti
Srednje
R““ﬂ: % | poloza x, fmeene | \p ]
[mm)
0 100 -0,01476 o
1 170 -0,04428 0,144
2 240 -0,07308 -1,008
3 310 -0,1026 -1,152
4 380 -0,13248 -0,936
5 450 -0,16164 -1,44
6 520 -0,19116 -1,584
7 500 -0,22176 -0,648
8 660 -0,25128 -0,792
2 730 -0,28152 0,216
10 800 -0,3114 o

Table 2. Calculated values of deviations from straightness
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Fig. 7. Graphical representation of deviation from
straightness of the X axis in relation to the Z axis

Due to lack of space below will not be displayed
measurement results and calculated values of
deviations from straightness, but only graphical
presentation. Figure 9 shows the deviation from
straightness of the X axis in relationto Y.

Measuring the motion straightness of CMM
elements in the Y direction is also carried out in
relation to the two planes. Total measurement length is
800 mm, and the distance between the measuring
positions are Li = 80 mm. The movement of the portal
was performed using a PC, the measurement was also
performed by linear cycles and the first pass is used to
test the program. After this passage, measurements
were carried out five times in the YX and YZ planes.

In Figures 10 and 11, are graphs showing deviation
of the Y axis in relation to the X and Z axes.

100 170 20 210 2380 50 s20 590 560 720 800

[mm]

Fig. 9. Graphical representation of deviation from
straightness of the X axis in relation to the Y

axis
. [ bW
- [ =~
] N
] ==
]
. //
: / N

a0 300 <0 0 0 00 750 60 0 o aw
X [mm]

Fig. 10. Graphical representation of deviation from
straightness of the Y axis in relation to the X
axis
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Fig. 11. Graphical representation of deviation from
straightness of the Y axis in relation to the Z
axis

Data on deviation from straightness by individual
axes are obtained based on the movement of coordinate
measuring machine movable elements along the X and
Y axes. Total deviation from straightness measured for
the X axis is displayed spatially, and on the same chart
are showed value variation in the two axes, Y and Z
(Figure 12). Deviation from straightness along Y axis,
relative to the axes X and Z, is displayed in the same
way (Figure 13).

ll"l
G

4

Nt

Fig. 12. Spatial graphical representation of the total
deviation from straightness of the X axis

Fig.13. Spatial graphical representation of the total
deviation from straightness of the Y axis

5. CONCLUSION

The application of numerically controlled
measuring machines is becoming more common in
modern industrial  systems. To ensure the
implementation of various CMM metrology tasks and
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high accuracy, the machine itself must possess a high
level of quality.

The issues presented in this paper deals with
examination of straightness of CMM elements mation.
Since the value of the deviations from straightness on
numerically controlled machines are very small, they
can be carried out only by a laser measurement system.

Testing was performed by moving the measurement
sensor along the X and Y axes, and the deviation from
straightness is measured in the direction of Y, and Z
axes, i.e. in the direction of X and Z axes.

Along the X axis with respect to the Y axis is
obtained maximum deviation of -2.916 um, and with
respect to the Z axis is obtained deviation -1.584 um.

The maximum values of deviations from
straightness for movement along the Y axis, with
respect to the X axis are 3.24 um, and with respect to
the Z axis 2.916 pum.

The obtained results show that the straightness of
the machine is at a satisfactory level.
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DETERMINATION OF CMM UNCERTAINTY USING CALIBRATED WORKPIECES

Abstract: Coordinate measuring machines (CMMs) are widely used to check geometry of mechanical objects. While
applying a coordinate measuring machine to measure a mechanical element, many factors affect the measurement
uncertainty. There are a few techniques for assessing uncertainty of measurement, as defined in the ISO Guide to
the Expression of Uncertainty in Measurement (GUM). This paper presents a technique for the assessment of
measurement uncertainty for measurement results obtained by a CMM and by using calibrated workpieces. The
appropriate conclusions will be made based on the analysis of the measurement results.

Key words: CMM, uncertainty of measurement, calibrated workpieces

1. INTRODUCTION

Coordinate measuring machines (CMMs) are one of
the best dimensional and geometrica measurement
instruments. They are widely used a measure the
product’s dimensions in industry. Using an instrument
with good performance does not imply good
measurement results will be obtained. Thisis due to the
fact that the reliability of measurement results is not
only attributed to the instrument, but also the operator,
method and environment are involved. A better way for
characterization reliability of measurement results is to
use the concept of uncertainty of measurement. A
complete measurement result should consist of the
measured value and its uncertainty. Knowledge about
the uncertainty of measurement is of fundamental
importance to users of these results, because it provides
quality assessment and confidence in the results and to
their mutual comparison. There are two standardizing
documents that consider the uncertainty of coordinate
measurements [1,2]. The most significant difference
between the documents is that in the first case it is
necessary to have a calibrated workpiece and for the
second case — a simulation software.

While applying a coordinate measuring machine to
measure a mechanical element, many factors affect the
measurement uncertainty. This paper presents a
technique for the assessment of measurement
uncertainty for measurement results obtained by a
CMM and by using calibrated workpieces. Uncertainty
budget was developed in according with ISO GUM and
ISO 15530-3. Error sources were found to estimate
their standard uncertainties separately. The combined
standard uncertainty was then calculated.

2. UNCERTAINTY OF MEASUREMENT

Measurement uncertainty is a parameter that joins
the measurement result and which is characterized by
dispersion of the values that can reasonably be
attributed to the measured value. The parameter could
be, for example, a standard deviation or a given
multiple of half-width of the interval with the indicated
confidence level. This means that the measurement

result is not merely one measurand, but instead
measurement uncertainty defines an interval that
includes a large number of values, which can claim to
represent the measurand with some probability (Fig. 1).

Lower Upper

Specification Specification

Limit Limit
Specification Zone

u|U ulu

Non- ¥ P i = Non-
conformance URcertainty Conformance Zone Uncertainty e onee

Zone Zone Zone Zone

Fig. 1. Interval of acceptable values

Measurement uncertainty is a quantitative indicator of
the quality of measurement results, which allows the
comparison of measurement results obtained from
different sources, different methods in different
laboratories. The officia definition of measurement
uncertainty is [2]: “measurement uncertainty is
parameter, which is not negative, is characterized by
dispersion of the values attributed to the measurand,
which is based on useful information.”
Estimation of measurement
significant, it iscommonly used in:
- quality control;
- alignment with the regulations;
- assessment of compliance with the requirements;
- research in science and engineering;
- calibration within the national metrology system;
- development, maintenance and comparison of
national referent standards;
- laboratory accreditation, etc.

uncertainty is

2.1. Uncertainty classification

Standard uncertainty u

Measurement uncertainty is a combination of
several components (sources) that contribute to its
overall value. Some of these components can be
determined based on the statistical distribution of
results of a series of repeated measurements and show
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by experimental standard deviations -
evaluation of standard uncertainty [3]:

type A

2

S Sy -y
) =~ \/n(n—l),_ (v-y) o

X - mean

n - number of repeated measurements
Other components can be determined based on
experience or other information — type B evaluation of
standard uncertainty. Mentioned information can
included [3]:

- previous measurement data;

- experience with or general knowledge of the
behaviour and properties of relevant materials and
instruments;

- manufacturer's specifications;

- data provided in calibration and other certificates;

- uncertainties assigned to reference data taken from
handbooks, etc.

Combined standard uncertainty uc

The combined measurement uncertainty uc is
applied to estimate the uncertainties indirect
measurands.

combined uncertainty =+'a® +b* +¢® +... @

a, b, ¢ - indirect measurands

Expanded uncertainty U
The expanded uncertainty U is obtained by
multiplying the combined standard uncertainty uc by a
coverage factor k:
U =k, (©)]
The result of a measurement is then conveniently
expressed as Y = y+U , which is interpreted to mean
that the best estimate of the value attributable to the
measurand Y is y, and that y-U to y+U is an
interval that may be expected to encompass a large
fraction of the distribution of values that could
reasonably be attributed to Y [3].
2.2. Techniques for determining CMM
measur ement uncertainty
When the measurement result Y can be written as
an analytic function Y = f(X1, X2, . . ., XN) of its
inputs Xi, the measurement uncertainty can be
evaluated according to ISO GUM [1]. In case of
CMMs, it is not possible to obtain an analytical model
of the measurement process. Other methods can be
used to determine CMM measurement uncertainties,
some of them are also described in 1SO/TS 155[0.
Methods regularly used are [4]:
- use of multiple measurements strategies,
- use of calibrated workpieces or standards 1SO/TS
15530-3;
- use of computer ssimulation |SO/TS 15530-4;
- use of expert judgment.
The first two methods alow for very reliable
uncertainty evaluations because of their experimental
approach. They are easy to perform but very time
consuming. The use of computer simulation asks for a
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considerable implementation effort, but can be very
useful. Regarding the complexity of CMM
measurements, expert judgment will not always be
reliable, but is recommended when no other methods
are available.

3. EVALUATION OF MESUREMENT
UNCERTAINTY USING CALIBRATED
WORKPIECES

3.1. Principle and procedure

Before starting the measurements, initiaize the
CMM and perform procedures such as probe
configuration and probe qualification according to the
conditions specified in the manufacturer's operating
manual. Method requires similarity conditions of the
following [1]:

- the dimension and geometry of the workpiece or
measurement standard used in the actua
measurements and the calibrated workpiece or
measurement standard used in the evaluation of
measurement uncertainty;

- the measurement procedure of the evaluation of
measurement  uncertainty and the  actua
measurement;

- the environmental conditions (including all
variations) during evaluation of measurement
uncertainty and actual measurement.

The evaluation of measurement uncertainty is a
sequence of measurements, performed in the same way
and under the same conditions as the actual
measurements. The differences between the results
obtained by the measurement and the known
calibration values of these calibrated workpieces are
used to estimate the uncertainty of the measurements.

The uncertainty of the measurement consists of

uncertainty contributions [1]:

- due to the measurement procedure;

- from the calibration of the calibrated workpiece;

- due to the variations of the measured workpieces
(changing form deviations, expansion coefficient
and surface texture).

When performing the measurements, three uncertainty
contributions shall basically be taken into account,
described by the following standard uncertainties (table
D1 :

- Uy, Standard uncertainty associated with the
uncertainty of the calibration of the calibrated
workpiece stated in the calibration certificate;

- u,standard  uncertainty —associated with the

measurement procedure;
- u, standard uncertainty associated with material

and manufacturing variations.
The expanded measuring uncertainty, U, of any
measured parameter is calculated from these standard
uncertaintiesas[1]:

U =k JuZ +u2 +u2 +|b| 4

b - systematic error



Method of | Desigha

Uncertainty component | =~ tion

Geometrical errors of
CMM

Temperature of CMM

Drift of CMM

Temperature of
workpiece

Systematic  errors  of
probing system
Repeatability of the
CMM

Scele resolution of the A u
CMM
Temperature
of the CMM
Random errors of the
probing system
Probe
uncertainty
Errors induced by the
procedure  (clamping,
handling, etc.)

Errorsinduced by dirt

Calibration uncertainty
of the calibrated B Uy
workpiece
Differences among
workpieces and the
calibrated V\(orkplece|n Aili B u
- roughness; w
- form:

- eladticity.

Table 1.Uncertainty components and their
consideration in the uncertainty assessment

gradients

changing

3.2. Experimental work

Experimental measurements were performed with
three CMMs, type Carl Zeiss CONTURA G2, at three
different locations NS, K and Z. The CONTURA G2 is
a mid-range bridge type CMM with advanced features
and design strengths (Fig. 2). All axes have 4-sided
Carl Zeiss air bearings providing maximum stability
and a very precise measurement. Ceramic guideways
are thermally stable, minimizing the effect of
temperature variation. This experiment utilizes the
RDS turning measuring head with the combination of a
VAST XXT scanning measuring sensor. As a
replacement for trigger sensors, the VAST XXT offers
the unmatched measurement capability, reliability, and
accuracy.

M easur ement points

1 2 3 4 5 6 7 8
0000|0000 |00]|01|01]02
01]01/01|01|00]01|01]03
01]00|00(01|00]01]01]02

C1

Fig. 2. CMM Carl Zeiss CONTURA G2 RDS,
reference sphere and probe

It is important to note that in al three locations the
same probe (diameter 3mm), scanning measuring
sensor VAST XXT and calibrated workpiecec were
used. A ceramic calibration sphere with 25 mm
diameter (Fig. 2) was used as a calibrated workpiece
The user of a CMM has a high degree of freedom to
design the measurement strategy according to the
technical requirements (Fig. 3).

Fug. 3. Measurement strategy

One cycle of an actual measurement consists of the
handling of workpieces and one or more measurements
of workpieces. Calibration was performed through four
cycles of measurements (C1, C2, C3, C4), i.e. four
different orientations of the calibrated workpiece. Eight
measurements per cycle were performed , the
calibration of each point was repeated six times, a total
of 192 measurements (Table 3, 4 and 5).

000001 ]00]01]01]01 |03
00]01/00]01)00]01[00]05
01/01/01]01)01]01[01]0.1

01/]01/01]01)02]02[01]|03
00](01/05]01)02]01[04]|02
000102 ]03]01]01]02]|01
00]0101]02]04]02[01]|01

Cc2

89



90

01/01/01|01|03|02]01]02 113|113 |11 |107|112|111|105| 124
01/01/01/01|01|03]01]0.2 111)111|105|1.08| 108|111 106 | 1.27
00|02 |02|02|02|02]02]03 121|114 |11 |115|098|1.02| 108 |11
0202|0202 |02|01]02]02 1.05|1.05| 109 | 1.05| 1.07 | 1.06 | 1.12 | 1.05
o« 02]02]01]0202|01]02]02 1.07|116| 106 |1.09| 11 |21.11]|107|1.09
0|02|01|02|01|01|02|01]01 112|112 | 108 |1.06| 117 | 1.06 | 1.08 | 1.12
0101|0102 |02|01]01]01 106111094 |1.05| 105|211 | 109|117
0201010101 |01]01]01 11 |105|102|117|115|1.03| 116|112
02/04/03/04/03|03]04]04 129112 |116|11 |123|115]|115|1.23
04 /04/04/03/04/04]04]03 1121115(119 116|112 |121]|114|1.28
< 04]03/03]03]03)03|03]03 1041108 |116 |11 |124|118|11 |1.19
00403040303 |03|04 |04 1121114112 |124]112|112]|116|1.24
04/03/03/03/03/03]04]03 109|118 (112|118 | 128 |11 |122]|1.24
04 /04 /0403|0404 ]03]0.3 11 |122]109|111|098| 114|128 | 1.29
Table 2. Standard deviation, location NS Table 4. Standard deviation, location Z
) 3.3. Calculation of the uncertainty
M easurement points Standard uncertainty of calibrated workpiece ug, ,
1 21 31 4 5 6 7 8 sphere R = 12.4813 mm is determined on the basis of
02102102101101 101 lo1l01 an extended measurement uncertainty given in the
011l01l01l01l01 101 |l01l01 certificate of calibration sphere[1, 5]:
«[01]01]01]01]/01]01 |01]0.1 Ug _ 0,09
u, =—= =——=0,048um 5
©[01]01]0L]0L]0L 0L 0101 =TT 2 a ©)
01/01]01/01/01 |01 0101 Standard uncertainty associated with the measurement
01/01/01/01]01 |00 |01]0.0 procedure u, is determined by expression (1) and
00 /00/00]00]00 00 0001 shown in table 5. Standard uncertainty associated with
00]00/01/00]00 01 01/01 material  and manufacturing variations u, is
~|00,00/00/00]00]00 0000 determined by expression (6) and shown intable5:
©100|00[00[01[/00 |00 [00]00 — (T-20'C) W (©6)
0.0 [00]0.1]00[00 |00 |00]00 Uy = ( ),
00 l00l00l 0000 00 |00l00 T - average temperature of the measurement standard
01100l00l011l01 00 l0oOlo0O u, =0,035[10° 1/°C - uncertainty of the thermal
00/00[00|00]|00 |00 |00]O0.0 expansion coefficient
«»|01|01/00|00|00 |01 |01]00 d - diameter of the measurement standard
O/00|00[{00[00|00 |00 |00]O0.0 In most cases, a systematic deviation b between the
00[00|00|00|00 |00 |00]|O0O0 indicated value of the CMM and the calibrated value of
0.0 /00[00[00[00]00 [00]00 calibrated workpieces may be observed:
01/01/00/01/01 |00 |01]01 b=u,-u, (7)
00/00(01]01]|01 |01 |01|01
3 00/01/01]00]|01 |01 |01|01 L ocations
00/00(00]01]01 |01 |01]|01 Contributors
00/00(01]01]|01 |01 |01|01 NS K z
00/01]/00|00]|00 |01 |00]|O0.0 U, 0,048 0,048 0,048
Table 3. Standard deviation, location K
' | u, 0,124 0,053 0,141
. u,, 0,000873 | 0,000873 | 0,000873
M easur ement points
T3 T T 5 T 61 7 T8 |b| 0,076 0,005 0,093
0.83]0.85|082[09 |083[082]084]081 Uk=2) 0,343 0148 0,391
0.69 | 0.66 | 0.65 | 0.67 | 0.67 | 0.74 | 0.69 | 0.66 Table 5 Results of evaluation of measurement
064]045|1094|101|1 1.08 | 0.99 | 1.01 uncertaint
y
1011011 1.03| 098 | 1.05 | 1.09 | 0.97
1021102 1104101102 |1 101 | 1.04|  measurement uncertainty are presented in Fig. 4, for all
125123124 |126|12 |118]|122|126 three locations. The result of a measurement is then
11812 |114|117|115|111|116| 131
107109 |109|115| 114|114 113|113
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Fig. 4. Results of expanded measurement uncertainty

Fig. 5 gives the results of systematic errors. If these
systematic errors are not corrected due to economical
or practical reasons, they have to be added to the
expanded uncertainty as shown in expression (4).

0.1
0.09 -
0.08 . »
0.07 \ ’
0.06
£0.04 %
2003
=063 N
"0 — .
NS K z

Fig. 5. Systematic errors
4. CONCLUSION

This paper presented a method of determining
measurement uncertainty on CMMs. The method is
based on the method of using calibrated workpieces or
standards. Expanded standard measurement uncertainty
was determined for al three CMMs, locations NS, K
and Z respectively. Results are reported in Table 5 and
presented in Fig. 4. On location K, the CMM has the
smallest uncertainty, followed by the CMM on location
NS and the CMM on location Z. The same conclusion
can be reached by observing the values of systematic
errors (Fig. 5).

The method has been completely implemented for
measurement of lengths. This allows for unambiguous
checking of tolerances. Uncertainty of other geometric
tolerances (angle, tolerance features) could be the
subject of future research.
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CYBER-PHYSIAL MANUFACTURING - INTELLIGENT MODEL FOR INSPECTION
PLANNING ON CMM

Abstract: Cyber-Physical System (CPS) are systems of collaborating computational entities which are in intensive
connection with the surrounding physical world and its on-going processes, providing and using, at the same time,
data-accessing and data-processing services available on the internet. Cyber-Physical Manufacturing System
(CPMS), relying on the newest and foreseeable further developments of computer science, information and
communication technologies, on the one hand, and of manufacturing science and technology, on the other hand,
may lead to the 4th Industrial Revolution. In order for that to happen we must face the challenges of operating
sensor networks, handling big bulks of data, as well as the questions of information retrieval, representation, and
interpretation, with special emphasis on security aspects. Novel modes of man-machine communication are to be
realized in the course of establishing CPMS.

In our Laboratory , now we have following researches areas: (i) Digital Manufacturing — Towards Cloud
Manufacturing (base for CPMS), (ii) CPMS — Cyber-Physical Quality Model (CPQM) our approach and (iii)
Intelligent model for Inspection Planning on CMM as part of Cyber-Physical Manufacturing Metrology Model
(CPM?®) concept. In this paper we shall show some research results for third direction.

Digital quality, as a key technology for CPMs represents virtual simulation of digital inspection in digital company,
based on a global model of interoperable products (GMIP). GMIP represents the integration CAD-CAM-CAI
models in the digital environment. The essence of this research is solved the concept of metrology integration into

GIMP for the coordinate measuring machine (CMM) inspection planning, based on CPM>,
Key words: Cyber-Physical Manufacturing, Digital Quality, CMM

1. INTRODUCTION REMARKS

Today's business structure is much more complex
and dynamic than ever before, because market demands
of the industry’s rapid changes in new products, which
is directly reflected in the factory. On the other hand,
digitalization and information technology (IT) provide
new, unimagined possibilities, engineers in the field of
design and planning. The two approaches have led to
two concepts that have since emerged: digital factory
and digital manufacturing [1,2,13-17].

Developed and implement *’advanced
manufacturing concept’” as a base for Cyber - Physical
Manufacturing Systems (CPMSs), will be to evolve
along five directions [1,3,26]: (i) on - demand
manufacturing: Fast change demand from internet
based customers requires mass-customized products.
The increasing trend to last-minute purchases and
online deals requires from manufactures to be able to
deliver products rapidly and on-demand to customers;
(ii) optimal and sustainable manufacturing: Producing
products with  superior quality, environmental
consciousness,  high  security and  durability,
competitively priced. Envisaging product lifecycle
management for optimal and interoperable product
design, including value added after-sales services; (iii)
human - centric manufacturing: Moving away from a
production-centric towards a human-centric activity
with great emphasis on generating core value for
humans and better integration with life, e.g. production
and cites; (iv) innovative products: From laboratory
prototype to full scale production — thereby giving

competitors a chance to overtake enterprises through
speed, and (v) green products: for example
Manufacturing Strategy 2020/30 needs focused
initiatives to reduce energy footprints on shop floors
and increase awareness of end-of-life (EoL) product
use. There are framework for CPMSs.

For a manufacturing system with typical machining
operations, factory-wide engineering knowledge
integration requires an connection CAD-CAPP-CAM-
CNC-CAI and integration with other production-related
information systems such as enterprise resource
planning (ERP), manufacturing execution system
(MES), advanced planning and scheduling (APS), etc
[3,4]. A standard for the exchange of product data
model (STEP), along with a STEP compliant numerical
control (STEP-NC), has been developed to enable
integration and exchange of design and manufacturing
numerical data. STEP is based on feature technology,
and it provides a neutral and interoperable format of
product data, independent of any system and suitable
for transfer, processing and communication among
different systems. Feature technology provides us to
associate not only geometric and topological
information, but also form features and tolerances that
could be used in CAD-CAPP-CAM-CNC-CAI chain
[5, 6,14-21].

2. CYBER PHYSICAL MANUFACTURING
SYSTEMS (CPMSs) - BASIC FACTS

Cyber-physical systems (CPSs) are enabling
technologies which bring the virtual and physical
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worlds together to create a truly networked world in
which intelligent objects communicate and interact
with each other [7]. Together with the internet and the
data and services available online, embedded systems
join to form cyber-physical systems. CPSs also are a
paradigm from existing business and market models, as
revolutionary new applications, service providers and
value chains become possible [5-7,17-21,26].

The merging of the virtual and the physical worlds
through CPSs and the resulting fusion of manufacturing
processes and business processes are leading the way to
a new industrial age best defined by the INDUSTRIE
4.0 project’s “smart factory” concept [6,7,22].

Smart factory manufacture brings with it numerous
advantages over conventional manufacture, as example
[6-7,23-26]: (i) CPS - optimized manufacturing
processes: smart factory “units” are able to determine
and identify their field(s) of activity, configuration
options and manufacture conditions as well as
communicate independently and wirelessly with other
units; (ii) Optimized individual customer product
manufacturing via intelligent compilation of ideal
production system which factors account product
properties, costs, logistics, security, reliability, time,
and sustainability considerations; (iii) Resource
efficient production; and (iv) Tailored adjustments to
the human workforce so that the machine adapts to the
human work cycle.

This approach as a manufacturing revolution in
terms of both innovation and cost and time savings and
the creation of a “bottom-up” manufacturing value
creation model whose networking capacity creates new
and more market opportunities.

3. RESEARCH IN THE FIELD OF CYBER-
PHYSICAL MANUFACTURING METROLOGY
MODEL (CPM?) IN OUR LAB

In MEF, Belgrade on Lab for Production Metrology

and TQM, we doing following researches areas: (i)
Digital Manufacturing — Towards Cloud Manufacturing
(base for CPMs), (ii) Intelligent model for Inspection
Planning (IMIP) on CMM as part of CPM concept, and
(iii) CPMS — CPQM our approach. In this paper we
shall show some research results for second direction
[8-12].

The development IMIP for prismatic parts involve
following activities: (i) development ontological
knowledge base presented in [7,8]; (ii) local and global
inspection plan, and (iii) optimize path of measuring
sensor. Output from the local and global inspection
plan (LGIP) is initial measuring path. The first element
LGIP’s is sampling strategy or model for the
distribution of measuring points for features presented
in [3,4], and second element define the principle for
collision avoidance between workpiece and measured
probe. By modifying the Hemmersly sequences [12],
we define the distribution of measuring points for basic
geometric features such as plane, circle, cylinder, cone,
hemisphere, truncated hemisphere and truncated cone.

For example the equations for calculation of
measuring point coordinates for cylinder are:

S, :Rcos%g—%ﬂtﬂ[ Q)
t =Rsin5rg—%[[ﬂ[ @)

i o

where, s, t,, w, correspond X, Y,, z, respectively
and h[mm] is the height of a cylinder.

In Figure 1 are presented distribution points,
windows of simulation for plane and cylinder and
optimizing path by solving TSP using ants colony.

11

Fig. 1. Principe distribution measuring points (a) plane and b) cylinder), simulation (d) plane and €) cylinder) and

optimized measuring path (¢))

Based on STL model for the presentation of PP
geometry, the tolerances of PP, the coordinates of the
last point B of a feature F1 and the coordinates of

the first point Piea) of a feature F2, the simplified

1
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principle of collision avoidance between work piece
and probe at parallelism tolerance inspection is
presented in Figure 2.
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The principle is iterative and consists from moving line
p for distance & until line became collision free (line
segmentp ).

Experiment involves measurement of two PPs that
are produced for this research. In comparison to the
simpler workpiece PP1 and more complex workpiece
PP2 contains new types of tolerances that should be
tested. Experimental setups for the measurement of PP1
and PP2 are shown in Figure 3. The measurement of
both parts is performed in a single clamp, and the
measuring probe configurations are shown at the
figures. Experiment is performed on the coordinated
measuring machine ZEISS UMM 500.

Technical characteristics of CMM “ZEISS UMMS500”

Number of axis: 3 (X,Y,Z)
Measuring range in [mm]: 500x200x300

Automatic change of measurement sensor: yes

Maximum weight of workpiece in [kg]: 150
Fig. 3.

4. CONCLUSIONS

In the above presented of SPMSs for quality as a
CAIl model, it is important to consider the newly
developed AP242 that is designed to improve the
interoperability in STEP, support model-based GD&T
and allows for CMM programming based on the
inspection features. AP242 enables 3D product
manufacturing information (PMI) with semantic
representation and 3D model-based design and data
sharing on service-oriented architecture (SOA).

Resolution in [pum]: 0.1
Software: ZEISS UMESS
MPE in [um]: 0.4+L/600
Assurance in [pm]: 0,2

Experimental setup for the measurement of prismatic part no. 1 and no. 2

The complex geometry of the PP by IMIP changes
to the set of points whose sequence defines the
measuring path of sensors without collision with
workpiece. Presenting measuring path by set of points
with a defined order is optimizing by solving TSP with
ants colony. Finding the shortest measuring path, the
main criteria for optimization, influence to the
reduction of the total measurement time, which is one
of the goals of this research. The ISIP is especially
suitable for use in case of measuring path planning for
geometrically complex PPs with large numbers of
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tolerances. The simulation provides a visual check of
the measuring path.
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ESTIMATING TOTAL UNCERTAINTY OF MEASURING FLATNESS IN
ACCORDANCE WITH GPS STANDARDS USING CMM

Abstract: The measurement result if expressed without confidence interval estimate it is not complete. Confidence
Interval is characterized as uncertainty and is a quantitative indicator of the measurement result quality.
Measurement uncertainty is mainly caused by factors such as measuring instrument, operator, workpiece, applied
strategy and/or measurement conditions. GPS, a standard defining geometrical specification and product
verification, integrates the entire product geometry description and defines uncertainty at each stage. The result is a
total uncertainty which is usually significantly greater than measurement uncertainty (sometimes twice greater).
This study provides a method for estimating total measurement uncertainty of determining flatness error using

coordinate measuring machines (CMM).

Key words: geometrical product specification (GPS), uncertainty, flatness, coordinate measurement machine

(CMM)

1. INTRODUCTION

The modern industrial world sometimes imposes
very narrow tolerances at assemblies and sub -
assemblies in order to enable application of functional
requirements. Workpieces paired for the purpose of
sealing or sliding or those that have to be appropriately
oriented, often have to be subjected to estimating
flatness errors. Flatness error verified by a measuring
equipment with estimated measuring uncertainty, has to
be within a field of specification if a compliance with
ISO 14253-1 [1] is required. Lately, coordinate
measuring machines are the most commonly used
measuring instrument for assessing flatness errors
because of their flexibility. However, due to many
factors and their interactions, evaluation of uncertainty
of CMM measurement is a complex task. This is one of
the trendiest research topics in the field of production
metrology in the last two decades. Research efforts of
leading metrology institutes and a number of EU
projects resulted in creating and implementation of
standardized methods for estimating measuring
uncertainty for CMM with the support of ISO [2, 3].
The new generation of geometrical product
specifications went a step further in relation to the term
"uncertainty”. The GPS concept connects the entire
course of the geometry of the product, from
functionality, specification, production, to verification
and represents the workpiece in three different "worlds"
- operators [4]. The first operator is nominal - ideal
model. The second specification operator or "Skin"
model is the nominal model in combination with the
allowed tolerances, while the third operator is
represented by verification procedures on real
workpiece. Presentation of the geometry of the
workpiece in this way corresponds to the steps of the
CAD / CAM / CAQ systems. Checking the workpiece
quality conformity is performed by comparing the
specification and verification operators. An approach
based on operators and operations significantly

improves the management of data related to the
workpiece, so that the minimization of uncertainty is in
relation to probable interpretations of geometric
specifications. As a guarantee of the best description of
the workpiece and estimate of its correspondence with
the functional requirements, GPS language introduces
defining new factors of uncertainty that are able to
characterize products in various stages of its life cycle.
In the improved GPS system, besides the measurement
uncertainty, the uncertainty of correlation, uncertainty
of specification, uncertainty of conformity and total
uncertainty are defined.

Therefore, the decision of conformity / nonconformity
of a product should be based on the total uncertainty
and not, as it has usually been the practice, on the
measurement uncertainty. This issue certainly did not
attract sufficient attention and research efforts. Wen et
al. carried out the estimation of uncertainty for
measuring flatness on CMM in accordance with GPS,
but they did not define uncertainty of specifications and
conformity [5]. Ruffa et al. estimated the total
uncertainty [6] for estimating roundness error. This
research describes how to minimize the uncertainty of
specifications, correlation and conformity. For the
evaluation of uncertainty, analytical GUM method and
computer bootstrap were used. Ricci et al. have made
the most comprehensive approach on estimating the
total uncertainty for measuring flatness error using
CMM [7].

The research aims are to present a methodology for the
estimating the total uncertainty in accordance with the
standard instruction for estimating total uncertainty
(GUM) [8] on a concrete example of measuring
flatness error using CMM.

2. SPECIFICATION AND VERIFICATION OF
FLATNESS

According to ISO 12781-1, flatness error is defined
as the area between the two parallel planes All points
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sampled from the measured surface must be placed
within the space limited by two planes, i.e. tolerance
space [9].

According to GPS, a complete specification operator
for flatness executes all operations necessary for testing
the conformity of an actual plane as imagined by the
designer. A specification operator consists of the
following operations: partition, extraction, filtration,
association and evaluation. Partition is used in order to
identify the boundaries of geometric primitives (point,
line, circle, plane, cylinder) obtained from actual
surfaces. The operation of extraction includes
describing realistic geometry via the position of
sampling points obtained by a measuring instrument.
The operation of extraction is performed according to a
previously determined measuring strategy. Filtration of
the measured values includes separating deviations of
various origin (shape deviation, waviness, roughness).
It is also used for the elimination of accidental
measurement deviations. The operaton of association
uses fit algorithms for mathematical representation of a
surface based on sampling points. Evaluation is used
for determining errors, in this case flatness error.

A complete specification operator implies the existence
of a tolerance frame in technical documentation, as
shown in Fig.1.

/710.0004 | Ac=2.5 LS

Fig.1. A completely defined specification operator for
flatness tolerance

A metrologist needs to, unambiguously and in
accordance with the principle of duality, apply the
operations from the specification operator in the
verification operator. In the picture, the parameter
~Ac=2.5“defines the operations of extraction and
filtration. According to ISO 12781-2 [10], an
appropriate filter with cut-off wavelength Ac has to be
chosen with the aim of extraction of the componen
error of a form required by the geometric specification.
Likewise, the accepted filter value defines, for the
chosen diameter of the top of the measuring probe, the
minimum number of points that needs to be sampled in
the “ grid* measuring strategy. It is worth mentioning
that in the cases when sampling is performed in the
discrete mode, the operation of filtration will only be
efficient in the ideal verification operator. However, in
most case , this can hardly be applied in practice due to
the problems of time and price. Therefore, simplified
verification operators with a reduced number of
measuring points are introduced. In such operators,
filtration will not affect measurement results and it will
cause uncertainty. The parameter designated as LS
(least square) in the picture denotes the fit method or
the algorithm used for obtaining, in this case, the plane
of reference. Besides the LS method, the minimum
zone (MZ) method can also be used. There is no
unanimous opinion among scientists and professionals
on the choice of the associative criterion. LS has been
used more frequently, whereas in MZ the flatness error
is usually smaller and the method has been
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recommended by 1SO 1101 [11].

Finally, form deviation can be explained as the
difference between the maximum and minimum local
flatness deviation..

Flatness error is defined as [12]:

5 = maxid, j- minid, )

where d; represents the maximum and minimum
distance of extreme points in relation to the plane of
reference and is presented as an equation:

_Z,-ax -by,-c

i s e 2
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d

with flatness error:

(Zmax " Zpin )' a(xmax ~ Xinin )- b(ymax B ymin)
Ji+a? +b?

The two points that are farthest apart in relation to the
plane of reference are presented in coordinates (Xmax,
Ymaxs Zmax) and (Xmina Ymin, Zmin)-

This way, an ideal specification operator is defined, and
according to the principle of duality, an ideal
verification operator can be derived from it. Only in
such a scenario can the total uncertainty be equated to
measurement uncertainty. In all other cases, other
factors of total uncertainty should be considered.

0= (3).

3. TOTAL UNCERTAINTY
METHODOLOGY OF ITS ESTIMATION

AND

The factors of total uncertainty are presented in ISO

17450-2 as shown in Fig.2[13,14]. Correlation
uncertainty is a measure of the ability of geometric
specifications to guarantee the functional requirements
of what it is intended for. The role of specification
uncertainty is to quantify ambiguity in specification
operators and this is the case when the specification
operator is not complete or when a metrologist
introduces a simplified verification operator.
Measurment uncertainty gathers all uncertainties
generated in the use of a real verification operator. This
corresponds to the classic concept of measurement
uncertainty and consists of the sum (according to
GUM) of the uncertainty of the applied method and
implementation uncertainty. Measurement uncertainty
takes into account the imperfections of measuring
instruments and deliberate deviations from the ideal
verification operator.
In our example, there is full compliance with the ideal
verification operator and total uncertainty can only be
ascribed to implementation uncertainty. Uncertainties
generated as a result of temperature or temperature
gradient have been neglected because the experiment is
carried out in an air-conditioned laboratory. In that
case, uncertainty will be affected by CMM point
sampling by means of hardware and probe system, and
uncertainty in the operation of association when the
referential plane is being determined. Uncertainty can
be calculated in the following equation:
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The first two rows in formula (4) refer to uncertainty in
extreme points of sampling generated by hardware
components of a CMM and probe system, whereas the
third row refers to the uncertainty of the applied
associative method.

Function |—>| Speciﬁcation’—»l@l

y__ ] v Y rd v
Correlation ||[Specification Method Implementation
Uncertainty || Uncertainty Uncertainty Uncertainty

Measurement Uncertainty

Compliance Uncertainty

Total Uncertainty

Fig. 2. Factors of total uncertainty [14]

4. CASE STUDY

The verification of the proposed method has been
performed on a CMM Carl Zeiss CONTURA g2 RDS
(MPEg= 1.9+L/330) while measuring the flatness of a
optical flat d=60mm (Fig.3). This workpiece can be
said to represent the artifact of flatness. Is the specified
flatness error is & = 0.0004 mm. This error is under the
domain of accuracy CMM and in this way was
eliminated contribution uncertainty - form error. This is
important because some studies have shown that this
factor in the interactions to the uncertainty of sample
points can be one of the most influential on
measurement uncertainty [15]. According to the
specification operator, for the defined value Ac, the
measured object needs to be measured in 21876 points
at the distance of d=0.357mm, with a probe tip
r=0.55mm. For the filtration of points, i.e. for

0.5025

Fig. 3. Exprimental setup '

eliminating the frequencies of shorter wavelengths such
as roughness and waviness, a Gaussian filter is used
according to 1SO 16610-21/28[16]. The transfer at limit
wavelength is 50%. After sampling, the parameters of
the referential plane were obtained and the flatness
error was determined. The error was much greater than
the measure on the optical flat (Fig.4). The expanded
uncertainty, which in this case refers only to
implementation uncertainty, using formula (4) and
coverage factor k=2, amounts to U=0.6um. It needs to
be mentioned that simplification was introduced here
and that the uncertainty of the extreme sampled points
was taken as MPEg/6. The obtained result of

uncertainty should be verified in a more precise
calibration procedure such as interferometry. Also,
more effort is required for the investigation of hardware
errors, which is probably different from the applied
simplification.

1,67 um

flatness error
6=5,64um

3,97 um

reference plane
2=0.505740+0.000066x+0.0000007y

0 20 26

Fig. 4. Sampling points, reference plane (LS) and flatness error
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5. CONCLUSION

Being acquainted with the value of total uncertainty
is the most important concept according to a new
generation of geometrical product specifications and is
the basis for making decisions about accepting or
rejecting workpieces. Total uncertainty is not very
common in industry so it should be promoted as much
as possible.
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RESHAPING THE FUTURE OF MANUFACTURING - FIVE TRENDSFOR THE
NEXT TEN YEARS

Abstract: This paper describes trends and challenges, which will shape the future of manufacturing in the next ten
years. development of new technologies and convergence of ICT and manufacturing, customization, open
innovation, emergence of new competition and growing impact of intellectual property.

1. INTRODUCTION

Technology is a driving force of our civilisation.
Trying to get maxima benefits from existing
technology our society has beencontinuously changing
and adapting its organisational form. It started as
agricultural society with technology based on raw
materials and agricultural products, continued as
industrial society with technology based on industrial
production; and advanced to information society with
technology based on information products. Nowwe live
in the knowledge based society and compete in
knowledge economy.

Knowledge economy is one in which commercial and
non-commercial organisations (including regions and
countries) rely dominantly on the generation and
exploitation of  knowledge and  knowledge
assets(compared to using natural resources, physical
capital and low skill labour) in the creation of
wealth[1]. However, it is not simply about pushing
back the frontiers of knowledge. In knowledge
economy the success of companies depends more on
how effectively they use and explore what they

‘000 of
units
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Figure 1. Worldwide annual supply of industrial robots [5]
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Although companies have been using computer
integration from seventies and applying Internet-based
technologies to industrial applications as they have
become available over the last decade, the full potential
of Internet-based digital technology has yet to be fully
realized. In practice, that means. machines/devices

“know”, than on what they “know”[2], [3].

In this paper, we are interested in describing trends and
challenges, which will shape the future of
manufacturing in the next ten years in order to open up
discussion at the meeting.

2.NOT A NEW WAVE, TECHNOLOGY
TSUNAMI ISCOMING

Continued advances in and convergence of
technologies coming from outside manufacturing, like
big data, cloud computing, the industrial internet (or
Industry 4.0), robotics and additive manufacturing will
change production and manufacturing in the same way
as steam machine or Ford’s conveyor-belt assembly
lines changed it years ago. These technologies are
game changerswith a dramatic ripple effect as they
change the nature of jobs, eliminate labor, save energy,
and enable high level of customization. Manufacturers
will increasingly rely on them to improve agility,
responsiveness and reliability of their operations as
well as customer services and production efficiency at
every level.

Forecast 2015-2017:

+12 percent per year
on average
+12%
: i
20 2012 2013 24 2015 2016 2017

which have the possibility to connect and exchange
information with other machines/devices and integrate
in larger networks; inventory, which counts itself;
containers that detect their contents; self-organized
manufacturing assembly; integrated product and
production lifecycle processes...
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To understand the full potential and impact of new
technologies, here are a few findings from recent
industry reports:

e Only 4% of manufacturers see no use case for
big data analytics in the future. The most
likely use cases for big data analytics in the
digital factory of the future are related to real-
time control and analyses of factory
performance, planning and supply chain
performance4].

* In 2012, Intel saved $3M in manufacturing
costs by implementing big data analytics on
just a single line. The plan is to extend the
process to more chip lines and save an
additional $30M in the next few yearg[4].

e Boeing is making more than 20,000 3D

tion of a division of la-
bar and mass produc-
tion with the help of
electrical energy

tion of mechanical pro-
duction tacilities with
the help of water and
Steam power

First mechanical
loom, 1784

terhouses, 1870

tronic and IT systems
that further automate
production

A

First assembly line,
Cincinnati slaugh-

commercial planes. The 787 Dreamliner has
30 3D printed parts, including air ducts and
hinges, which is arecord for the industry[4].

e The total worldwide stock of operational
industrial robots at the end of 2013 was in the
range of 1,332,000 and 1,600,000 units. From
2015 to 2017, robot installations are estimated
to increase by 12% on average per year[5].

» According to General Electric estimates, full
implementation ofindustrial internet could
increase global GDP from $10 to $15 trillion
by 2030[6].

e Germany’s National Academy of Science and
Engineering believes that new manufacturing
processes will lead to a 30 percent increase in
industrial productivity[7].

Degree of
complexity
First Fourth ;
Industrial Industrial Industrial Industrial
Revolution Revolution Revolution Revolution
through the introduc- through the introduc- through the use of elec- through the use of

cyber-physical systems

AN

First programmable
logic controller (PLC),

Sownce: OFKI (2011

printed parts for 10 different military and
Figure 2: Industry 4.0 [7]

Although the result is not easy to predict, most
probably, the majority of machines in the smart
factories of the future will be self-organizing,
developed in line with the concept of “plug &
produce”, with automatically linking supply chains,and
directly converting orders into manufacturing
information and production action plan.

“WORLD N=1~

Individual customer experiences (N=1) becomes the
most important focus point for many companies. Thus,
they more and more make specific products, in line
with the customer’s individual wishes. This requires
that companies have resilient, dynamic and flexible
business processes and ability to customize for and co-
create products with users and customerg[8]. Big data
and strong analytics on one side and ability to build
communities and engage users will allow discovery of
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trends and unique opportunities and enable the
company to engage in product co-creation with their
consumer base.

There are numerous examples of customization in car
and textile industries. However, in last few years even
very complex systems such as the Mars rover Curiosity
and the Red Bull’sFormula 1 racing car were
manufactured in a batch size of ong[7].

Flexibility and high responsiveness to customer
requests and focus on manufacturing small batches of
products will result in factories and machines, which
will have to be very differently organized and
interconnected. The concept of “plug & produce” will
dominate. It will influence high-level compatibility
between machines from different manufacturers in
order to enable effective and efficient manufacturing of
customized products. At the same time, a need for
quick and flexible machinery retooling will emerge.



37.4% 27.5%

10.4% 17.1% L
Co-created Co-created
with external with customers ]
partners

Figure 3. What percentage of innovative products and services are co-created with customers[12]

3. OPEN INNOVATION APPROACH

Leading manufacturing companies are increasingly
aware that they need to explore and exploit both
internal and external knowledge sources to accelerate
innovation, since mgjority of them struggle with a lack
of resources and know-how necessary to professionally
realize innovation projects. They need to turn to co-
creation across innovation processes and allow the flow
of knowledge over organizational boundaries,
exploiting internal knowledge in more diversified
markets, as well as identifying and absorbing external
knowledge to support the internal innovation process.
Co-creative manufacturing companies are not limiting
their innovation potential to what they can devise
within their own borders, but open their processes to
many diverse participants, whose input can take
product and service offerings in unexpected directions
that serve a much broader range of needs[9].

Adoption of open innovation principlesis a recognition
that product development performance can no longer
be solely determined by interna R&D functions, but
also depends on the contributions of a broad range of
external players, from individual customers to large
research institutes [10]. Chesbrough argued that
different businesses could be located on a continuum,
from essentially closed to completely open, and that not
al industries were migrating towards open innovation

[11]. However, the results of PwC’s Global Innovation
Survey 2013 offered another view on this open
innovation trend: 95% of industrial manufacturing
executives said their companies had plans to work
together with their customers, suppliers, academics,
even with the competition— to spur innovation
[12].And open innovation pays off — industria
manufacturing’s most innovative companies are co-
creating far more of their products and services.

4. NEW COMPETITORS AND BATTLE FOR
TALENT

Who are the main competitors in implementing the
manufacturing systems of the future? Big IT companies
or traditional manufacturers? Big IT companies, which
are to network production processes more strongly,
lead the race in countries that outsourced and reduced
their production capacities in recent decades. US is the
excellent example for this trend. On the other hand, in
Germany large and medium-sized manufacturing
companies use new automation solutions in order to
boost their productivity and remain internationally
competitive. The level of industrialization of individual
companies in Western economies affects the way they
are implementing the manufacturing systems of the
future[ 7]. Should we expect from big IT companies in
Serbia and the region to take lead on this?

Finding and retaining the best talent to make innovation happen

56%

Taking innovative ideas to market quickly and in a scalable way

50%

Having the right metrics to measure innovation progress and track ROI (return on investment)

45%

Establishing an innovative culture internally

45%

Finding the right external partners to collaborate with

43%

0

=
=)
=X
ha
=
=

30% 40% 50% 60%

Figure 4. Talent — the biggest innovation challenge for industrial manufacturing executives[12]

Finding the right talent can be a big challenge task.
Especially, for industrial manufacturing companies.
Talent leads the list of innovation challenges for

industrial manufacturing executives — they said finding
and retaining the best talent to make innovation happen
is the most challenging task. In this context, Uber’s
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approach in staffing recently opened the Advanced
Technologies Center in Pittsburgh, is not surprising. At
the beginning of 2015, Uber, famous for its popular
taxi-like services, ssimply hired a group of some 40
employees from the National Robotics Engineering
Center at Carnegie Mellon University[13]. Among
these 40 people several were longtime senior lab
members.Manufacturing companies will need to make
sure they are well-positioned to compete when it comes
to attracting and retaining workers with the right skills.

5. INTELLECTUAL PROPERTY

With the emergence of a knowledge economy,
importance of knowledge as a driving force of
innovation and economic growth worldwide has
increased significantly. In the dynamic arena where
creativity, knowledge and the production of novel ideas
have a central place, traditional manufacturing moves
to lower cost economies and new technologies become
the most important wheel in global economic trade. In
such an economy, intellectual property rights (IPRs) are
becoming one of the most important businesses
mechanisms in extracting economic value from
creativity and encouraging greater investment in
innovation[14]. IPRs include patents, trademarks,
copyrights, trade secrets, and a number of more
specialized instruments.

Where is the problem? Knowledge and knowledge
assets are intangible and different from tangible assets
that were the critical input in production and primary
source of value in the past[2]. This makes companies
inexperienced in managing and protecting knowledge.
Therefore, in a world dominated by globalisation,
deregulation and rapid technological change firms find
themselves in the position where their most critical
resource (knowledge) is, at the same time, most
difficult one to protect[3].

6. CONCLUSION

In this paper, we described five trends and challenges,
which will, in our view, shape the future of
manufacturing in the next ten years. This list does of
trends does not pretend to be final, but to describe a
playing field and open discussion.
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RULE BASED AUTOMATED SETUP PLANNING WITH TOLERANCE
CONSIDERATION

Abstract: Process planning is an important part in design and manufacturing. Setup and fixture planning both are
the key functions in process planning. This paper is focused on computer aided setup and fixture planning for
prismatic parts using rule based system. Setup planning is the determination of the sequences of the setups of the
prismatic part on the machine tools that includes clustering and sequencing of the features in setups. Tool approach
directions of the machining features plays an important role in the setup planning, they are generated automatically
in this paper. They are considered as vectorsin 3D space. Datum precedence relation is proposed in the paper and
shown as a graph. Tolerance relationship between features is considered as a main constraint to cluster the features
in setups respecting tool approach directions and feature precedence relation. Sequencing of the features within
setups and sequencing of setups will be performed to have minimum tool changes. After sequencing of setup
optimal setup plan will be generated for 4-axis milling machine. Setup planning for prismatic part is followed by
fixture planning and will be considered in this paper. Fixture planning is necessary in manufacturing activities
because it ensures the correct positioning and immobility of workpiece related to cutting tools for the complete
machining processes. In fixture planning, on the fixturing surfaces of a part locating, clamping and supporting
points. will be determined automatically based on workpiece geometry to have good stability of the workpiece on the

machine tools while machining. Case study shows the satisfactory results of setup plans.
Key words: Tool approach direction, Geometric and dimensional tolerance analysis, datum precedence, CAPP

1. INTRODUCTION

Currently, in the competitive market companies
strive to meet the customer’s demand as soon as
possible with the better quality of the product and
lower cost. Here the need for computer aided process
planning arises. The process planning with the aid of
computer can save lot of time and money in order to
meet the customer’s demand. Setup planning is an
important task in computer aided process planning.
Setup planning task includes identification of total
number of setups, feature grouping where tool
approach direction is an important criteria, operation
sequencing within the setup and setup sequencing.
While making setups, tolerance relation between
features are mainly taken into consideration to meet the
design criteria, however feature precedence also plays
an important role while making setups. This paper
describes the work done on setup planning and
proposes future work. Section 2) describes the work
done in the past on setup planning. Section 3) describes
the methodology - automated identification of tool
approach directions for each features present in the
part, datum precedence graph which shows the order of
machining the datum, grouping of the features and
forming the setups considering tolerance as one of the
important constraints. Section 4) shows the case study
and itsresults. Section 5) concludes the paper.

2. LITERATURE REVIEW
In the last three decades, many approaches have

been proposed for setup planning such as knowledge
based, genetic agorithm, ant colony optimization,

graph-theoretic, group technology etc.

Hazarika and Dixit[1] used expert system and fuzzy set
theory to solve setup planning problems. They choose
rule based approach which is an expert system to
understand and implememnt easily.

To consider uncertainties such as feature
precedence relation, datum selection during setup
planning, fuzzy set theory has been used by them.
Neerukonda[2] developed a framework for setup
planning and used object oriented approach to
minimize the number of setups. He considers only
geometry data of the part and tool orientation for
clustering operations in single setup followed by
sequence the operations within the setup. His thesis
research doesn't consider tolerance analysis for setup
planning.

Sun et al.[3] proposed new directed graph approach
for setup planning. The paper focuses to avoid the
critical problem which is precedence cycle between
setups in setup planning. To overcome this problem the
paper shows the generation of the SPG (setup
precedence graph) to describe precedence constraint
between setups. The paper uses vertex cluster algorithm
and checks whether two seria vertex clusters can
generate a cycle followed by operation sequencing in
setup for minimum tool changes and then setup
sequencing for optimal setup plans.

Kumar et.al.[4] aimsto get optimal setup plan using
genetic algorithm approach. The paper reconstructs the
GA as the method of representing an operation to be a
distinct real number. Chromosomes which are the
operation sequences have tendency to loose due to
randomness of GA. Therefore to minimize losses,
paper uses elitist model for selection of chromosomes.
The methodolgy proposed in the paper doesn't consider
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the objective functions of setup planning such as
machining time and cost.

Sormaz and Khoshenevig[5] consider process
sequencing instead of feature sequencing since there
are constraints such as geometrical, technica and
economical imposed by design and manufacturing
practice. Process sequencing is done in two stages. In
first stage process clustering is done based on tool
orientation for each processes associated with the
features. Features who have same tool orientations are
clustered together in same setup. In second stage,
process sequencing is done by the best-first search
method is implemented to get optimal process
sequence.

3. METHODOLOGY

This section describes the methodology used for the
setup planning. The approach adopted in this research
isto develop the setup planning module that will create
an optimal setup plan after performing some crucial
tasks such as grouping features to from setups,
operations sequencing within the setup and finally
sequencing of setups. Tools used in this research are
IMPlanner system and Siemens NX.

3.1IMPlanner System

IMPlanner system[6] is CAPP system which is
under development in the Industrial and Systems
Engineering department of Ohio University. IMPlanner
system provides a test bed for the researchers for
research purpose. IMPlanner has some important
modules, process plan module, rule based process
selection module, feature mapping module, process
network module, process visualization module and
computer interfaces. All modules in the IMPlanner
system are developed using object-oriented modeling.
An architecture of an IMPInner system is shown in
figure 1.
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1

Scheduling I( L
Cell Formation Process Visualization Visual
Display

Fig. 1. An Architecture of an IMPlanner System

3.2 Setup Planning Module

The orange square box in fig.1 shows the current
area of research. The input of this setup planning
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system is feature based part which is actudly a
Siemens NX part file. The input is processed to map
manufacturing features in the IMPlanner system.
IMPlanner system converts manufacturing features
details into the Jess facts and transfer it to rule based
process selection module. These facts are run onto
setup planning rules in Jess and finally optimal setup
plan is generated for that particular part.

/ Setup planning system \
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Datum
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Fig. 2. An Architecture of Setup Planning Module

An architecture of setup planning is shown in fig.2.
The setup planning system is developed using rule
based system in Jess (Java Expert System Shell). As
already discussed, setup planning has sub-tasks such as
process clustering, setup formation, operation/process
sequencing and setup sequencing. These sub-tasks are
influenced by some constraints. These constraints are
tool approach directions, GD&T analysis, features
precedence and datum precedence. These constraints
are explained below:

3.2.1. Tool Approach Direction

Tool approach direction (TAD) of the feature is
defined as the free path of the tool over the part to
machine the feature without any obstacle. TAD is a
primary criteria for grouping the features in setups. For
the prismatic parts there are total six tool approach
directions. +X, -X, +Y, -Y, +Z and —Z on 3D mill. In
this paper we have considered these tool approach
directions as vectors in 3D space. Setup planning has
an ultimate goal to form minimum setups in such a way
that tolerance relation and feature precedence are not
violated. Features are represented geometricaly with
their orientation vectors, and the first step is to active
those vectors as TAD objects for all alternate processes
selected for each feature. A setup is just a group of
features with multiple processes having a common
TAD. For a good manufacturing practice group of
features with processes having same TAD should be
machined in a single setup. If the feature has multiple
TADs, it is assigned to single TAD depending upon its
tolerance relation with other features. If the feature has
multiple TADs and doesn’t have tolerance relation with
any other feature, then it is assigned to a TAD of a
setup where there are maximum number of features.



Figure 3 shows the tool approach directions for
different features.
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Fig. 3. TADsof different features

For every feature there is one or multiple processes
and for every process there is one or multiple TADs. In
fig.3 TAD’s are shown in thick blue arrows. TAD is
not only dependent on the feature but it also depends on
the process that we select for the machining the feature.
For the slab feature if end-milling processis selected to
machine the face, then its TAD isin normal direction
(0, 0, 1) vector. However, if the side-milling processis
selected then machining of slab can be performed in
any direction along X-Y plane. For the blind-hole
feature, if drilling process is selected then its TAD will
be along hole-axis i.e., (0, 0, 1) vector and blind-hole
has only one TAD. Similarly, through hole can be
accessible from both directions (0, 0, 1) and (0, O, -1)
vectors. Through hole has two TADs. Slot feature has a
normal and sweep, sweep is orthogonal to the normal.
Fig.3 shows the normal and sweep for blind-open-dot
in thin blue lines. If the end-milling-slotting process is
selected to machine the slot then its TAD will be (0, O,
1) vector (normal direction) while if the side-milling
process is selected then its TAD will be along the
vectors which are the cross-product of normal and
sweep vectors. Blind-open-slot has total three TAD’s
(one in normal direction and two in dirctions of cross-
product of normal and sweep vectors). Some
researchers have considered TAD for a blind-open-slot
through sweep directions (0, 1, 0) and (0, -1, 0) but it is
not possible unless dot has corner-radius at the bottom.

To identify the TADs for the given features

automatically, we have used JESS as a tool in JAVA.
JESS is rule based system and has capacity of
reasoning for the knowledge we supply in the form of
ruleg 7]. Figure 4 shows the sample rule to identify the
TADs of blind-hole feature.
Rule in the figure 4 defines that, when TAD for a
feature ?f1 doesn’t exist and the feature ?f1 is a type of
hole who has a bottom with hole axis of a vector (?x,
?, ?2), it dso has process ?pro which is of drilling type
and that process had one or more TADSs then assign a
new TAD ?tad for the feature 21 of vector (?x, ?y ?2)
because drilling has to be done along hole-axis.

(assert (feature ;Blind Hole

Figure. 5. Facts for TAD rule of blind-hole feature

Figure 5 shows the facts that run on the TAD rule of
blind-hole feature. There are two holes Holel and
Hole2 and both of them has bottom. Holel has drillingl
process and (0, 0, 1) hole axis vector while Hole2 has
drilling2 process and (0, 1, 0) hole axis vector.

Result:

(defrule HoleTAD.Blind.Doesnt.Exist

(feature (name ?f1) (type HOLE) (bottom YES)
(holeAxis ?x ?y ?2))

?p <- (process (hame ?pro) (type drilling) (feature ?f1)
(TAD $2tadp))

(not (TAD (vector 21&: (numberEpsilonEquals 7 2x)

?m&: (numberEpsilonEquals ?m 7)) M&:

(numberEpsilonEquals 7n 7z))))

=>

(bind 2 2x) (bind ?m ?y) (bind ?n ?z)

(bind 2tad (concatenate 2 ?m ?n))

(modify ?p (TAD (create$ $?tadp tad)))

(assert (TAD (name ?tad) (features 7f1) (vector 7 ?m
) (processes 7pro)))

Figure 4. TAD rulefor blind-hole-feature

Jess> (facts)

f-0 (MAIN::feature (hame HOLEZ1) (type HOLE) (TAD
) (bottom YES) (holeAxis0 0 1))

f-1  (MAIN::process (name drillingl) (type drilling)
(feature HOLEL) (TAD "TAD:0:0:1"))

f-2 (MAIN::feature (hame HOLE2) (type HOLE) (TAD
) (bottom YES) (holeAxis 0 1 0))

f-3  (MAIN::process (name drilling2) (type drilling)
(feature HOLE2) (TAD "TAD:0:1:0"))

f-4 (MAIN::TAD (name "TAD:0:1:0") (features
HOLE?2) (vector 0 1 0) (processes drilling2))

f-5 (MAIN::TAD (name "TAD:0:0:1") (features
HOLEZL) (vector 0 0 1) (processes drillingl))

Figure 6. TADs for blind-hole-feature
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Figure 6 shows the result that for feature HOLEL
with a process drillingl and for the HOLE2 with the
process drilling2, “TAD:0:0:1” and “TAD:0:1:0” have
been created respectively.

Inversely, there is another rule we have written
when the same TAD aready exists then in that case
other feature 2 has process ?pro2 who has same TAD
then assign feature ?f1 to the that TAD but we aso
check for the process ?pro if it is the member of the
same TAD, if no then add the process ?pro to the same
TAD. In the same way TADs would be identified for
other type of features and the associated processes for
these features would be remembered in their respected
TADs
Once dl the TADs are identified for all the features of
the part, next task of the setup planning is of grouping
features based on tolerance relation to make setups.

3.2.2. Geometric and Dimensional tolerance analysis

Consideration of GD&T is a crucia in setup
planning. To meet the design specification or for the
better quality of the product GD&T plays an important
role in setup planning. For grouping of the features in
setups one of the three criteria is considered to get
critical tolerance relationship between featureq 3].
Criteria 1: Group two features who have tightest
tolerance relationship between each other. This criteria
is aways preferred since there is no stack-up errors.
Criteria 2: Consider a feature as a datum and machine
other. This criteriais less accurate and considered only
when it is not possible to machine two features in same
setup.

Criteria 3: In this criteria, an intermediate datum is
chosen and to machine two features in different setups.
This method involves more stack-up errors.

We have considered a datum as a feature since the
tolerance relationship is always specified between two
features or between datum and a feature.

In this paper criteria 1 has been used to cluster
features into setups. Consider an example shown in
figure 7 and table 1, which show the tolerance
relationship between the features.

[ F2 ) ( Fa ) [ F5 )
[ F1

[ F3 )

Figure 7. Tolerance relationship between features

Feature F1 has no tolerance. F1 feature is a primary
datum for F2 feature and F3 feature. F2 and F3 have a
tolerance type perpendicularity and have tolerance
value 0.1 and 0.01 respectively with respect to feature
F1. F4 has a tolerance type paralelism and has
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tolerance value 0.1 with respect to feature F2 since F2
feature is a datum for the feature F4. F5 has tolerance
type circularity and has tolerance value 0.5 with respect
to feature F4 since F4 feature is a datum for the feature
F5.

According to criteria 1, F1 and F3 should be
grouped together into the same setup because they have
the tightest tolerance relationship. In order to do that
there is a need to check if both of them have a common
TAD, if yes they can be grouped together in same
setup. Conversely, if they don’t have common TAD
they can’t be grouped together and in this case F1 and
F3 features will be assigned to different setups. When
F1 and F3 are assigned, remaining features are F2, F4
and F5. Among remaining features, F4 has the tightest
tolerance relation with feature F2, that’s why they
should be grouped together if they have a common
TAD between them. If they do not have common TAD,
F2 and F4 features would be assigned in same fashion
as that of F1 and F3 have assigned to different setups.
Once F1, F2, F3 and F4 are assigned remaining feature
isF5. F4 is adatum for the feature F5. Since the F5 has
only tolerance relation with F4, F4 and F5 should be
clustered together in same setup if they have a common
TAD. If F4 and F5 don’t have common TAD then F5
will be assigned to a different setup where there are
maximum features of same TAD asthat of F5.

We have assumed some processes, TADs for above
features to test our feature clustering rules based on
tolerance relation:

Features | Tolerance | Processes | TADs
p1 TAD1
TAD2
P2 TAD1
F1 TAD2
p3 TAD1
TAD3
P4 TAD4
F2 Perp. 0.1 P5 TAD2
TAD3

P6
F3 Perp.0.01 TAD3
P7 TAD4
F4 Para. 0.1 P8 TAD2
TAD5
F5 Circu. 0.5 P9 TAD2
TAD4

Table 1. Facts for rule of feature clustering based on
tolerance relationship.

In table 1, each feature has one or more processes
and each process has one of more TADs. Tolerances
specified to some features are also shown in table 1. To
cluster the features in same setup having tightest
tolerance relationship we have written a rule shown in
figure 8:

The rule in figure 8 states that, if a feature ?f1 has



tolerance relation with primary datum ?pd. Feature ?f1
has multiple tolerances and one of them is 2ol of
tolerance value ?tv, process ?pro and that process ?pro
has multiple TADs and one of TADsis ?tad. Primary.

(defrule feature-has-tightest-tol erance-rel ationship-with-
other-features

(declare (salience ?* Tolerance-relation_prio*))

% <- (featuresDone (feature $features)) ;

(feature (name ?f1&: (not (member$ 71 $?features)))
(tolerance $? 2ol $?))

?p <- (process (name ?pro) (feature ?f1) (TAD $? 2tad
$9)

?t <- (TAD (name ?tad) (features $7feat) (processes
$?prot) (decideFeatures $7deci deFeq)

(decideProcesses $7decidePro))

?0 <- (tolerance (name ?tol) (toleranceVaue 7v)
(primaryDatum 7pd)) ;tolerance

?2d <- (feature (name 7pd&: (not (member$ 2pd
$7features)))) ;datum feature

2dp <- (process (hame ?pdpro) (feature ?pd) (TAD $?
?tad $7)) ;datum process

(not (tolerance (name ~?tol) (toleranceVaue ?tolval&:
(< Ztolval 2tv))))

=

(modify ?f (feature (create$ $features 7pd 71)))

(modify 7 (decideProcesses (create$ $2decidePro
Zpdpro ?pro)))

(modify % (decideFeatures (create$ $7decidefFea ?pd
Ea)))

Figure 8. Rule to cluster features who have tightest
tolerance between them

datum ?pd which is also a another feature having the
process ?pdpro and ?pdpro has multiple TADs and one
of them is same as that of feature 21 that is ?tad. We
have inserted a condition such that if none of the other
feature whose tolerance vaue is less than 2tv then
feature ?f1 and ?pd should be grouped together in a
setup of TAD ?tad. On the RHS side of the rule shows
that ?pd and ?f1 features are grouped together in
‘decideFeatures’ slot of TAD template. Moreover,
respective processes of both features should aso be
grouped together and it has been done in
‘decideProcesses’ slot of TAD template.

f-16 (MAIN:: TAD (name TAD1) (features F1) (vector )
(processes P1 P2 P3) (decideProcesses ) (decideFeatures

)

f-17  (MAIN:TAD (name TAD2) (features F1 F2 F4
F5) (vector ) (processes P1 P2 P5 P8 P9)
(decideProcesses P8 P9) (decideFeatures F4 F5))

f-18 (MAIN:: TAD (name TAD3) (features F1 F2 F3)
(vector ) (processes P3 P5 P6) (decideProcesses P5 P3
P6) (decideFeatures F2 F1 F3))

f-19  (MAIN::TAD (name TADA4) (features F1 F3)
(vector ) (processes P4 P7) (decideProcesses )
(decideFeatures))

f-20 (MAIN:: TAD (name TADS) (features F4) (vector )
(processes P8) (decideProcesses ) (decideFeatures))

f-21 (MAIN: TAD (name TADG6) (features F5) (vector )
(processes P9) (decideProcesses ) (decideFeatures))

Figure 9. Setup formation based on tolerance relation

Once both the features are grouped in a setup these

features are remembers in “‘featuresDone’ template.

The result in figure 9 shows the clustering of above
features based on tolerance relationship:

F1 and F3 has the tightest tolerance relation (tolerance
value 0.01) and share same TAD 4, hence they both
form a setup of TAD 4. Once the F1 and F3 are
assigned, among F2, F4 and F5 F2 and F4 has next
tightest tolerance relation (tolerance value 0.1) and
share same TAD 2, hence both of them form another
setup of TAD 2. Now F1, F2, F3 and F4 are assigned.
Remaining feature F5 has next tolerance relation with
feature F4 (tolerance value 0.5) and F4 and F5 share a
same TAD 2, hence F5 is assigned to a setup where F4
is present. Thus total 2 setups TAD4 and TAD2 are
formed to machine al these features.

3.2.3. Datum precedence

Datum is a reference for the part to be machined
and they are imaginary planes[1]. Datum precedence is
another congtraint in the setup planning. Tolerance
relationship is always represented between a feature
and a datum. In this case, datum should be machined
before machining the other feature who has a tolerance
relation with the datum. Machining all the datum firstis
a good manufacturing practice and doesn’t cause stack
up error. In this paper we have shown datum
precedence in the form of graph which is generated
automatically using Jess and Java tool. Consider the
same example mentioned in figure 7. The rule which
generates a graph is shown in figure 10:

(defrule make-primaryDatum-precedence
?f <- (feature (name ?f1) (tolerance ) (previous $7d))
(tolerance (name ?t) (type ?type) (primaryDatum 2d))
2df <- (feature (name ?d&: (not (member$ 2d $71d)))
(next $21))
(test (not (member$ 21 $7Af)))
=>
(modify 2df (next (create$ $2Af 71)))
(modify ?f (previous (create$ $2d 2d)))
)

Figure 10. Rule for datum precedence

When feature ?f1 has tolerance 2t and primary

datum 2d then add datum ?d in the ‘previous’ slot of
template feature whose name is ?f1. This indicates,
machine the datum 2d first and then feature ?f1.
F1 is a datum for feature F2 and F3. F2 is a datum for
feature F4 and F4 is a datum for feature F5. To avoid
the stack-up error during changing the setup of the part
on machine. F1 should me machined first followed by
feature F2 and F3. When F1, F2 and F3 are machined,
feature F4 is machined and later feature F5. The
sequence of the machining these features depends on
feature precedence that has been discussed in the future
work section. The generated graph is shown below:
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Figure 11. Datum precedence graph

4. CASE STUDY

Currently, our setup planning module is capable to
generate Tool approach directions for features extracted
from CAD software. It is aso capable to produce a
datum precedence graph which shows the sequence of
the datum to be machined and finally it is capable to
cluster features in setups based on the tolerance
relationship between the features. We have tested our
module on the facts of the ‘Slider’ part shown in figure
12 and result is shown in figure 13 and figure 14.

Holel8
A
Holell
D
Holel9
Holel2
ZC C
YC
- Holel4
o Holel3
Hole20
Holel? zc
Hole16 Pocket 7 XS
~
Siot 3 Hole2s Hole2s || F1 =

Figure 12. Slider

[ER[Q][[=[1]1]

Figure 13. Datum Precedence

Figure 13 shows the datum precedence graph.
Feature C is a datum of three features Holel5, Holel6
and Holel7 and these features are in the ‘next” slot that
means feature C has to be machined before these three
features, therefore feature C is connected to Hole 15,
16 and 17 by unidirectional line.

Portion of the result of Slider part is shown below:
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Figure 14. Portion of setup formaﬁ%n of Slider part

Features Hole 15, Hole 16 and Hole 17 have tolerance
relationship with feature A. All of them have single
process and each process has one or more TADs as
shown in figure 14. Since all Hole features have
tolerance relationship with feature A, al of them
should be clustered together to form one setup if they
share common TAD. All Hole features share common
TAD (0 -1 0) shown in broken red elliptical shape but
feature A doesn’t have TAD (0 -1 0). However, TAD
(01 0) in green elliptical shape is a common TAD for
all of them. Hence single setup ‘setup 1’ is formed for



al four features of TAD (0 1 0). Similarly other
features form setups accordingly.

f-60 (MAIN::TAD (name "TAD:-1:0:0") (features
POCKET8 SLOT2 HOLE28 C HOLEZ25) (vector -1 0 0))
f-61 (MAIN:: TAD (name "TAD:1:0:0") (features
HOLE28 SLOT2 POCKET7 HOLE27) (vector 1 0 0))
f-62 (MAIN::TAD (name "TAD:0:-1:0") (features
SLOT3 SLOT2 HOLE21 HOLE20 HOLE19 HOLE18
F2 HOLE17 HOLE16 HOLE15))

f-63 (MAIN:: TAD (name "TAD:0:1:0") (features
HOLE15 HOLE18 HOLE16 HOLE19 HOLE17
HOLE20 HOLE21 A) (vector 0 1 0))

f-64 (MAIN:: TAD (name "TAD:0.0:0.0:-1.0") (features
SLOT3 HOLE14 HOLE13 F3 F1) (vector 0.0 0.0 -1.0))
f-65 (MAIN::TAD (name "TAD:0:0:1") (features
HOLE13 SLOT3 HOLE14 D HOLE12 HOLEZ11) (vector
001))

Figure 15. Setup formation of Slider part

Figure 15 shows the final result of feature clustering
of Slider part. Fact-60 to fact-65 are the generated
setups of their respective TADs. Features, vectors and
processes are also shown associated with these TADs.

5. CONCLUSION

Setup planning is an important part of computer
aided process planning. In this paper, a knowledge
based approach is introduced for setup planning. Tool
approach direction is a prime factor for grouping
feature is discussed and the method to generate TAD
for the features is shown. GD&T is also introduced for
setup planning since the quality of the finished product
is always important. Datum precedence is introduced in
the form of automated generated graph. Datum
precedence is important in the setup planning for good
manufacturing practice since datum are aways
machined prior to other features.

Further work will consider FPN (feature precedence
network), setup sequencing for 4-axis milling machine
and fixture planning. FPN is an important constraint for
sequencing operations within the setup. The final task
of setup planning is setup sequencing for optimal setup
plan.
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Abstract: Development and business of manufacturing systems permanently become more complex due to everyday
changes that are dictated from the global market. As a results of that fact, there is an everyday need for the
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technological and economic conditions. Within this paper, are presents the results of the research that are directed
towards the analysis of the impact of the selection of the various production equipment on the production costs for
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1. INTRODUCTION

Development and business of companies, as well as
manufacturing systems, permanently become more
complex due to everyday changes which are dictated
from the global market, production in accordance with
the requirements of the customer, increase of volume,
quality and complexity of the production, request for
the increase of production flexibility, varieties of
products, shortened period of development and market
lasting of the product, decrease of the production costs
etc. All these factors as a consequence have
considerable increase of the dynamics of the market
where products are required to be of high quality and
that they must be delivered at the exact time with the
lowest possible production costs. In order to fulfill all
these requests, it is necessary that manufacturing
systems have a quick response to market requests,
which means that they develop every day, with the
increase of flexibility and adaption of its structure and
performances. Based on above mentioned market
conditions companies sometimes lost some of potential
business arrangements because of inadequate responses
on the market requests. One of possible causes for this
is absence of investments into the improvement of
production characteristics of the manufacturing
systems, as well as into the increase of production
capacities in order to fulfill increased market demands
and reducing the prices compared to competitive
products. On the other side, freezing of its own funds
through investment programs during the company's
moments of crisis leads to the problems of insolvent
that can be deleterious for the existence of the company
[1]. So, there is a constant question which structure and
equipment, when and in which extent reasonable to
invest with the aim of improvement of producing
capacities and performances of the manufacturing
system, so to reach optimal parameters based on the
given criteria.

2. PROBLEM DESCRIPTION

The main issue when it comes to a reconstruction of

manufacturing system through implementation of new
production equipment is appearance of various
obstacles that can results in inability to consider all the
consequences at the end of the reconstruction activities,
and that is actually the real problem and the risk. In this
paper, it is presented the problem of insufficiently
researched area of mutual interaction of technological
and economic impacts according to the estimation of
potential investment programs for the enlargement of
the capacities, as well as projecting new or
accomplishment of reengineering working
characteristics of manufacturing system, in the serial
production, with the aim of improvement of the
production characteristics. Koren, Hu, and Weber [2]
have demonstrated that the system configuration (the
arrangement of the machines and the interconnection
among them) has a significant impact on six key
performance criteria: 1) investment cost of machines
and tools, 2) quality, 3) throughput, 4) capacity
scalability, 5) number of product types, and 6) system
conversion time. However, if we direct the
consideration towards valuing the most favorable
equipment for the realization of the specific
technological operation in practice, the current
approach to this issue is the choice based on partial
analysis that does not consider all the possibilities and
malfunctions,  where  consciously  suboptimal
investment programs are chosen. Cerjakovié¢ et al [3]
suggest that relevant investment analysis which will be
applied for determination of required structure of
manufacturing systems need to include all relevant
parameters of direct costs (costs of labor, machinery,
tools, emulsions, energy, transportation, quality control,
storage, maintenance, montage, etc.) and costs of
unused resources i.e. technical indirect production costs
of unused resources i.e. technical indirect production
costs (appearance of bottlenecks and malfunctions, lack
of energy, work resources, production materials, etc.)
projected on time of investment repayment. So, it is
necessary to apply the methodologies that will as much
as possible value the process of investment repayment.
Additional issues in the realization of valuing the
investment  represents  stochastic  character  of
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changeable parameters of the manufacturing system,

[4].

3. CHARACTERISTICS OF THE OBJECT OF
RESERCH

The polygon of research is manufacturing line
which suffered many technological and organization
changes during last 12 years. During that time, despite
to the changes, manufacturing line kept the
manufacturing of an identical products. In fact, during
that period are wused new technology (tools,
manufacturing equipment ..) with the aim to
rationalization of the manufacturing process, and it
resulted in variation of the structure of technological
system and/or the flow of material within observed
manufacturing line.

With the aim of showing possible variations of
different manufacturing equipment, the operation of
drilling on the manufacturing line PLGT2 will be
observed, with all its specifications, [1]. It will be
presumed that it is necessary to change the equipment
on IV technological operation, drilling of the holes on
work pieces, (hereinafter TOIV), because it has the
biggest impact on forming the total production costs
and it has the largest number of applied types of
production equipment. In table 1. there are basic
characteristics of possible equipment which can be
applied for the realization of TOIV which is
implemented before. Considering the fact that it is
necessary to protect reliable economic indicators of the
object of research and to provide authenticity of
economic data all economical parameters will be
multiplied by x factor.

Produc Shares of certain states in total work time of
tion production equipment (%)
equip Price (x-€) Power C?Bi:;ty Space
: 2
ment (kw) shift)) (m9)
M 140.000 40,25 155 14
| 124.000 31 135 22
L 1.000.000 170 520 54
K 1.000.000 60 750 41,75
Table 1. Characteristics of the observed production
equipment

For this operation four different types of production
equipment during the time were used:
- Production equipment M — CNC single spindle
drilling machine (machined 3 workpieces at a time);
- Production equipment I — CNC single spindle
drilling machine (machined 3 workpieces at a time) or
one workpiece and possesses integrated storage with
capacity of 60 workpieces (this solution is used for
deburring of holes after treatment on production
equipment K);
- Production equipment L — CNC multy spindle
drilling machine (machined 8 workpieces at a time);
- Production equipment K — CNC multy spindle
drilling machine (machined 6 workpieces at a time) and
possesses integrated rotary storage with capacity of 60
workpieces.
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For transport of work pieces, kanban pallets with
capacity of 60 pieces per unit are used. Working time is
in three shifts, 365 days a year with 45 minutes of
break (breakfast and cleaning the equipment).

2.1 Preparing for experimental research

In order to provide a needed capacity of observed
manufacturing line (Q=950, ..., 1200 pcs/shift), it is
necessary to form a complex structure by combining of
available production equipment for the realization of
the observed technological operation. According to
above mentioned criteria, for research are selected
following combinations of production equipment for
research are selected: K+I1+2-M, 8:1, 2:-L, K+I+2:1,
L+3-M, L+4-1, 7-M, L+2:142-M .

Technical parameters (MTTR - Mean Time To
Repair, MTBF - Mean Time Between Failures,
working availability of production equipment, time of
the manufacturing cycle, period and time of changing
of tools, period and time of changing semiproducts
period and time of quality control) are used for a
preparation of the analysis of the observed structure, so
they are collected in-site and taken from the data base
since 2006. Basic economical parameters that were
used within generating the costs are given in the table
2, while others are taken in accordance with the real
state (costs of tools, adhere of emulsion...).

Parameter Value Unit
Interest rate, inflation,

calculated profit of investor | 17 %
(annual level)

Maintenance (average size) 23 €/h
Amortization (annual level) 20 %
Facility (rent and maintenance 767 &/m?
on monthly level)

Workplace (4 shifts) 1915 €
Energy 0,072 €/kWh

Table 2. Basic economical parameters

In order to analyze the operation of the observed
facility, it has been done its modelling with the
simulation tool Technomatix Plant Simulation.
Validation and verification of developed simulation
models of the observed manufacturing line was
performed by using of method of animation, Desk
Checking, partial models tests and the method of
comparing with the recorded data, [5]. Obtained data
show the authenticity of the created simulation model,
with the relative accuracy of the model above 92%
compared to the real state, [1]. Working period of
observed manufacturing system that was simulated is
one year. For evaluation of investment programs is
used coefficient of indirect costs Ky, form (1) and
coefficient differences of indirect costs in percentage
Ding-tr, forms (2)! [3]r [1]

(Ptr- —min (Ptr )) |:(Dpro
i 41
min (R ) (@,

Kind —tr —

(1)

Where are:
King- — coefficient of indirect costs,



j — number of observed structures (j=1 ... m),

min(P,) — minimal recorded value of production costs
(€/pcs),

Py — production costs of the observed structure j
(€/pcs),

Qpj — achieved annual production capacity of the
observed structure j (pcs./year),

Qpro — planned annual production, (pcs/year).

Bing—tr = E<ind—tri _min(Kind—tr)Ejloo )

3. EXPERIMENTAL RESULTS

After processing the results obtained by simulation
experiments, relevant data about technological and
economic  characteristics of previously defined
structures of TOIV are presented in table 3. At this
point it is important to clarify answer on reasonable
question: "Are the technological and economic
characteristics of other technological operations have
effect on obtained results?". In the order to give the
right answer to this question, determination of the size
of dispersion of production costs in percentages on
other technological operations compared to the average
value of these costs for all observed experiments was
done. Determined dispersion is with in a diapason from
0,753% to -1,660%, so it can be concluded that there
are impacts of production costs of other technological
operations on the TOIV production costs, but if we take
in to account relations between production costs
presented on table 3, these impacts can be disregarded
and they can be applied for some further analysis.

Necessary | Production Accomplished
TOIV investment costs for X
structure for TOIV TOIV production
€x) (€/pcs-x) (pallets/year)
K+142-M 1.404.000 1.071 16.825
8-l 992.000 1.009 16.830
2-L 2.000.000 1.439 16.976
K+1+2:1 1.372.000 1.066 16.839
L+3-M 1.420.000 1.157 16.775
L+4-1 1.496.000 1.243 16.828
7-M 980.000 0.966 17.180
L+2-1+
2.M 1.528.000 1.249 16.930
Table 3. Techno-economical characteristics of

observed structures

Data in Table 3 show that accomplished annual
production capacity for some structures is greatly lower
when compared to the projected capacity (17.378 ...
21.900 pallets/year) what is directly affected by the
level of balancing the whole line and availability of
production equipment. If production equipment does
not work which is conditioned by waiting for jobs and
malfunctions, it results in decrease of planned
realization of production volume. This especially has
impact on production equipment in starting operations
because it can reduce the level of utilization of the
equipment in the further technological operations.
Furthermore, if table 3 is analyzed, it can be seen that

there is no direct connection between the value of
necessary investment and production costs. Previous
data show that when the new equipment is purchased,
all relevant parameters must be taken to value the
investment procedure.

Figure 1 and table 4 presents values of coefficients
of indirect costs per observed structures, and the best
structure is 7-M, while other structures have a
significant increase of the coefficient of indirect costs.
The reason for this result can be justified with low
purchasing price of the equipment, however, it should
be considered that this structure is less sensitive to
malfunctions as well as it is needed less time for
servicing. In the order of realistic comparison of
influences of each type of production equipment in
forming of production costs, because of its variety of
production equipment and insight in forming
manufacturing costs, the following structure
L+2:1+2-M is observed.

1,6

1,5

14 //\

[\ o ,

1,2 / \ \ /

1,1 ~ / \/ / /
\/

Coefficient of indirect costs

\ \ \ N
\n;@ ¥ & \;ﬁ & AN .\;ﬁ
L N
Structure of TOIV
Fig. 1. Coefficient of indirect costs K.«
Structure TOIV Kind-tr Ding-tr (OA))
K+I1+2-M 1,113 11,29
8-1 1,047 4,70
2-L 1,503 50,29
K+1+2-1 1,107 10,69
L+3-M 1,206 20,63
L+4-1 1,297 29,66
7-M 1,000 0
L+2-1+2-M 1,303 30,26

Table 4. Value of investment programs

When we compare the distribution of the certain
states in the total working time of production
equipment in structure L+2-1+2-M, table 5, it can be
seen that production equipment type L has significantly
higher share in waiting, dismissal state and servicing
the equipment when compared with other types of
production equipment. This state is described with
constructive characteristics of production equipment
such as rigidity of a machine, the way of changing
tools, maintenance advantages, the way of servicing...
With the aim of further analysis, average values of
costs and accomplished production will be observed, as
well as the relations of each production equipment for
structure L+2-1+2-M which is given in table 6.
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Produc | Shares of specific states in total working period
tion of production equipment (%)
equip States
ment Direct | waitin for .
L break | service
work g dismis
sals
L 60,53 1,13 8,71 18,74 | 10,89

1-1 76,49 0,24 0,71 18,74 3,82
1-2 74,43 0,24 2,85 18,74 3,74
M-1 73,04 0,33 3,39 18,74 4,51
M-2 73,76 0,33 2,65 18,74 4,53

Table 5. Shares of certain states in total working period
in structure L+2-142-M

Differences in average values of costs, given in
table 6, for the same type of equipment are conditioned
by random events like dismissals states, processing
period, period of changing tools, ... . Beside these
values, the impact on creating total costs of production
has purchase price of the equipment, so if it comes to a
completely new investment, ca. 33,17% of total costs
goes to investment repayment (principal + interest
rate), while, if it comes to the investment of changing
the existing manufacturing funds that will be financed
from the gathered amortizated value during the
previous period of production equipment working time,
ca. 22,83% of production costs go to the servicing of
amortization. So, in this case, ca. 44,00% of total
production costs go to direct manufacturing process.

Average values of costs (%)
L I-1 1-2 M-1 M-2
TR-1 30,85 6,14 6,30 6,69 6,67
TR-2 18,37 4,45 4,62 4,79 4,77
TR-3 9,77 3,29 3,46 3,48 3,46
GP 39,77 13,55 13,19 14,91 15,05

State

TR-
3/GP 0,246 | 0,243 | 0,262 | 0,233 | 0,230
TR-
3/TR-1 3169 | 53,62 | 54,84 | 51,98 | 51,84
Legend.

TR-1 — Total production costs (%)

TR-2 — Production costs without repayment investment
costs (%)

TR-3 — Production costs without repayment investment
costs and amortization (%)

GP — annual amount of production (%)

Table 6. Techno-economical characteristics of structure
L+2-1+2-M

Furthermore, data TR-2 and TR-3 show average
values of production costs, if we expect the costs of
investment repayment that is the costs of investment
repayment and maintenance. These values are
presented because of the analysis of the investment
amount impact when forming the production costs for
different types of production equipment on one side,
and the amount of production equipment after the
amortization period ends. If we analyze data of total
production costs (TR-1) in table 6, it can be easily
concluded that percentage ratio is very bad for
productive production equipment L, due to the
expensive purchase price, however with the analysis of
TR-3 it can be seen that the high purchase price is not
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the only reason, but also direct production costs and
ratio between TR-3/TR-1 (production costs without the
costs of investment repayment and amortization with
annual amount of production) is adverse when
compared to the production equipment of type M for
6,5% where the ratio of purchased price of the observed
equipment is K:M=7,14:1.

4. CONCLUSION

The process of choosing production equipment and
determining the real value of investment repayment is a
complex task which cannot be reduced to the analysis
of partial parameters because it requests a complex
techno-economical analysis.

The relation of invested-obtained with the purchase
of specific production equipment is not a proportional
value, so the research points to the sufficient potential
for improving characteristics of production, as well as
the production costs and enlarging the spectrum of
production, changing and optimizing the manufacturing
organization without additional investments.

Based on previous conclusions there is the need that
in future production equipment should be adjusted to
the consumers' requests and not a consumer to the
characteristics of production equipment.
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A REVIEW ON INTEGRATED PROCESS PLANNING AND PRODUCTION
SCHEDULING APPROACH

Abstract: By tradition, process planning and production scheduling, as two of the most important functions in
manufacturing systems, are carried out in sequential way, where scheduling plans are generated after the process
plans. However, traditional approach became an obstacle in achieving higher productivity and greater performance
of modern manufacturing systems. As result, a tight integration of process planning and scheduling is needed. In
this paper, a review of procees planning, scheduling and their integration is given, including advantages and
disadvantages of this approach, as well as optimization algorithms used for solving this type of hard combinatorial

problems.

Key words: integration, process planning, scheduling, optimization algorithms

1. INTRODUCTION

Process planning and scheduling are two most
important functions within modern manufacturing
system and represent a key link between Computer
aided Design (CAD) and Computer aided
Manufacturing (CAM). These functions have a strong
influence on profitability of product manufacturing,
resource utilization and product delivery time.

Process plans, on one hand, are generated within CAPP
(Computer aided Process Planning) system and they
specify manufacturing resources and operations used to
transform raw material into final shape or final product
[1]. The outcome of process planning is the information
required for manufacturing processes and identification
of tools, machines and fixtures required. Based on
complexity of process and number of resources and
operations, a part or component may have more than
one alternative process plans.

Production scheduling, as other main function,
represents the allocation of manufacturing operations to
the corresponding resources with indication of start and
end times. Scheduling uses process plans as input data
and, based on relationships and constraints in process
plans, its main task is to generate a scheduling plan (or
schedule) that will satisfy given constraints and defined
criteria. Process planning and scheduling are strongly
interrelated, assuming that both of them are focused on
assignment of resources, but regardless of that, many
authors claim that the integration of these two functions
is still a challenge for both researchers and practitioners
[2,3].

By tradition, process planning and scheduling are
performed in separate and sequential way, where
scheduling plans are generated after the process plans.
This approach has several disadvantages that influence
the productivity and responsiveness of modern
manufacturing systems [4]:

e Process planners usually assume unlimited capacity
of resources on the shop floor. They have a tendency to
favour some desirable machines and based on that, to

generate most recommended manufacturing processes
which can appear to be unrealistic and unfeasible in
practice in later stages.

» Fixed process plans generated does not consider
alternative machines which can restrict the schedule to
only one machine per operation. This can lead to poor
resource utilization and create superfluous bottlenecks
on shop floor.

e Time delay between planning and execution phase
may lead to great changes in constraints that can affect
the feasibility of optimized process plans. They may
become less optimal or totally invalid. It is assumed
that 20-30% of total production plans in this period
require modifications to be adapted to the dynamic
changes in production environment.

e Usually, both process planning and scheduling
consider only one optimization criterion. In real
production environment more than one criterion need
to be considered simultaneously and their importance
may change due to dynamic shop floor conditions.

» Without proper coordinaton process planning and
scheduling objectives may create conflicting problems.
This is often due to reason process planning is focused
on technological requirements of a task, while
scheduling emphasizes timing aspects of it.

Mentioned shortcomings of traditional approach can
be overcame by consideration of integrated approach to
process planning and scheduling, known as IPPS
(Integrated Process Planning and Scheduling). The
IPPS introduces significant improvements to efficiency
and productivity of manufacturing systems through
increase of profitability of products, improvement of
resource utilization, reduction of scheduling conflicts,
reduction of flow time and work in process and
adaptation to dynamic shop floor situations. Apart from
that, IPPS has a crucial impact on effective realization
of computer integrated manufacturing system (CIMS)
which tends to integrate various manufacturing
functions in a single comprehensive system[2,5].
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This purpose of this paper is to give a brief review
of integrated approach to process planning and
scheduling. Chapter 2 disscusses three basic
approaches of IPPS with advantages and disadvantages
of each. IPPS problem formulation and process plan
and scheduling plan representation is represented in
Chapter 3. Literature survey of some algorithm-based
optimization methods for solving IPPS problems is
given in Chapter 4. Chapter 5 is the conclusion of this

paper.
2. INTEGRATION APPROACHES OF IPPS

This section introduces three types of general
integration approaches based on several models
reported in the area of IPPS. These approaches are:
Nonlinear process planning and scheduling approach,
closed loop process planning and scheduling approach
and distributed process planning and scheduling
approach.

2.1 Nonlinear approach

Nonlinear approach (NLA) or nonlinear process
planning (NLPP) is most basic approach of IPPS. Its
methodology is based on generating all possible
process plans for each part/job and their ranking
according to appropriate process planning optimization
criterion/a.  Then, when job is required for
manufacturing, plan with highest rank is submitted. If
that particular plan does not fit well for current shop
floor status, plan with second priority rank is provided
to the scheduling system. This procedure is repeated
untill suitable plan is determined from already
generated process plans [3,4]. NLA approach
methodology is very simple, it has one-way
information flow, from process planning (CAPP
system) to production scheduling system which are
performed in separate ways. This may prevent
achieving full optimal results concerning integration of
these two functions. Although multiple process plan
consideration increases flexibility of this approach and
gives more alternatives to process planers, this can also
lead to infeasibility of some plans and cause storage
problems due to exponential increase in their number.
Flow chart of NLA approach is shown in Figure 1.

Process planning

v Multiple process plans

Alternative process
plans

v Ranking of alternatives

Scheduling (selection
of process plans based
on current status)

v

Production

Fig. 1. Nonlinear process planning and scheduling
approach [2]
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2.2 Closed loop approach

Closed loop approach (CLA) or closed loop process
planning (CLPP) generates process plans by using a
dynamic feedback from production scheduling and
available resoures. Production scheduling has a task to
tell process planning system about availability of
different resources (machines) on he shop floor for
current job, so feasibility of all generated process plans
is ensured. The real time status of shop floor is crucial
element of CLA, so it is sometimes refered to as
dynamic process planning or real time process planning
approach. Although it possesses significant benefits
like real time status consideration, better utilization of
alternative process plans and enhaced manipulability of
CAPP system, CLA approach also has some
drawbacks. Taking into account closer connection
between process planning and scheduling departments,
their reorganization and reconstruction is inevitable for
taking full advantage of CLA. Also, it requires high
capacity hardware and software equipment, and some
authors claim that approach is very complex and
unrealistic in terms of generating real time process
plans [3,4]. The basic flow chart of CLA approach is
given in Figure 2.

v

Process
Planning

Production
Scheduling

A 4

—»  Production

Control

Fig. 2. Closed loop process planning and scheduling
approach [3]

2.3 Distributed approach

Distributed approach (DA) or distributed process
planning (DPP) works on concurrent engineering
principle where process planning and scheduling are
performed simultaneously. This model completely
integrates these two functions and provides reasonable
scheduling plans without generating superfluous
process plans. DA approach is divided into two phases.
First phase of DA is called initial planning or
preplanning phase which is focused on analysis of
part/job that need to be manufactured. Simultaneously,
machine capabilities are estimated and result of this
phase are primary process plans and scheduling plan
based on current shop floor status. The second phase is
the detailed planning phase which is divided into two
subphases. In matching subphase operations are
matched with operation capabilites of production
resource. After matching is done, the resulting detailed
process and scheduling plans are generated [2]. DA
approach, like previous two, also has several
noteworthy drawbacks. Like CLA, DA requires
reorganization and reconstruction of process planning
and scheduling departments for succesful cooperation.
It also requires high capacity and capability from both
hardware and software and may cause difficulties in
finding feasible plans in reasonable time period for
large-sized problems that have vast solution space [3].
In [5] the IPPS model that utilizes advantages of NLA
and DA approaches is introduced.
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Scheduling System
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Fig. 3. Distributed process planning and scheduling approach [2]

2.4 Brief comparison of given approaches

All represented approaches have their advantages
and disadvantages. In this section they are summarized
in Table 1 [2,5].

Advantages Disadvantages
Provides all the
alternatlve_process Increased flexibility
plans and increase
NLA - casuses problem to be
flexibility and : : -
L combinatorial-explosive
availability of
process plans
Follows current Requires real-time data of
shop floor status, current status which can
CLA generate more cause difficulties if update
realistic and useful is needed in every
process plans scheduling phase
Interactive, L
: It cannot optimize process
collaborative and .
DA - plans and scheduling plans
cooperative
as whole
approach

Table 1. Comparison of IPPS approaches

3. FORMULATION AND REPRESENTATION
OF IPPS PROBLEM

3.1 Problem formulation

According to the authors [7,8], IPPS problem can
be defined in the following way: ,,Given a set of N
parts which are to be processed on machines with
operations including alternative  manufacturing
resources, select suitable manufacturing resources and
sequence the operations so as to determine a schedule
in which the precedence constraints among operations
can be satisfied and the corresponding objectives can
be achieved.**

Mathematical modeling of IPPS problem is
generally based on the model of job shop scheduling
problem which represents one of the classical problems
in operations research area. The most often used
criteria for scheduling are makespan, job tardiness, job
lateness and balanced level of machine utilization. With
respect to process planning, maufacturing cost is major
used criterion. To avoide conflicting criteria, authors
are focused on common criteria in IPPS (i.e.
makespan). While solving IPPS problem based on job
shop model, some assumptions are usually considered
[71:

« Job preemptions are not allowed and each machine
can handle only one job at a time.

e The different operations of one job cannot be
processed simultaneously.

* All jobs and machines are available at zero time
simultaneously.

» Transportation time is constant; After a job is done
on one machine, it is immediately transported to the
next machine.

e Setup times are independent of the operation
sequence and are included in the processing times.

Complete mathematical model of IPPS based on above
assumptions can be found in [7].

3.2 Representation of IPPS problem

Considering process planning covers large number
of alternatives, there are three types of flexibilities that
need to be taken into account in IPPS [5,6]: operation
flexibility, sequencing flexibility and processing
flexibility. Process planning optimization include two
more types of flexibilities, tool flexibility and TAD
(tool approach direction) flexibility which are not
covered in this paper. Giving importance to these
flexibilities better performance in meeting criteria can
be obtained

For describing types of flexibilites there are many
methods used, such as Petri net, AND/OR graphs and
network representations. Figure 4 shows process plan
network for one job. There are three nodes in network
representation, starting node, ending node, and
intermediate node that indicates operation with
alternative machines and processing times.

number of

starting node operation

alternative time

machines

ending
node

Fig. 4. Process plan network example

Scheduling plans are represented on Gantt charts
which shows the order in which the jobs and operations
are carried out. X-axis represents time, and Y-axis
represents machines and specific arrangement of
operations on each machine. Example of Gantt chart
for IPPS problem is shown in Fig. 5[5].
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B b e s
Fig. 5. Gantt chart example

4. OPTIMIZATION ALGORITHMS IN IPPS

Although IPPS approach is more effective and
efficient than consiedered separately, it is more
complex. IPPS is NP hard (non-deterministic
polynomial) combinatorial optimization problem
because number of possible solutions increases
exponentially and requires efficient method for finding
optimal solution in large search space. There are also
many constraints in sequencing operations and
manufacturing  resource  utilization  due to
manufacturing practice and rules, which additionaly
increases thedifficulty of this problem.

Most popular implementation approaches for
solving IPPS combinatorial problems are intelligent
algorithm based approaches, usually known as meta-
heuristic algorithms like genetic algorithm, simulated
annealing, tabu search, particle swarm optimization or
ant colony optimization algorithm. Traditional
intelligent algorithms have to be modified and
improved to be able to solve IPPS problem effectively.

In [5] modified genetic algorithm is introduced for
solving IPPS problem. Moadifications of simple GA
included efficient genetic representations and operator
schemes developed for implementation. Experimental
results have been used to test the method which gave
promising results. Example of hybrid algorithm is
proposed in [9] where genetic algorithm and tabu
search algorithm are used together and results shown
better perfomance of this HA approach comparing to
other methods. Authors [8] developed particle swarm
optimization algorithm and implemented for solving
operation sequencing and IPPS problem. Achieved
results are compared to SA and GA methods where
PSO outperformed both GA and SA in the majority of
applications. All introduced examples in this chapter
are coded in Visual C++ on computers with various
configurations.

5. CONCLUSION

The proposed IPPS approach that integrates process
planning and scheduling plays a crucial role for
performance and efficiency improvements in a
manufacturing system. The research presented in this
paper provided a brief review of IPPS. Various
approaches along with their advantages and
disadvantages are introduced. Problem formulation
with graph representation of process plans and
scheduling plans is shown. Last chapter is focused on
reference review of some efficient and robust meta-
heuristic methods used for solving IPPS optimization
problems. However, many authors claim the integration
of these two functions within manufacturing system is
still a big challenge for both science and industry.
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Abstract: Multi-agent systems have been used for modelling various problems in the social, biological and technical
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1. INTRODUCTION

Process planning and scheduling represent two of
the most crucial and complex problems in modern
manufacturing. Since the introduction of Just-In-Time
concept and mass customization, requirements that
these activities need to set become more demanding.
Deadlines are shorter, variations of products are bigger
and batches are smaller. Li et al. [1] outline that
traditional process planning and scheduling, which are
conducted sequentially, cause several problems. (a)
During the process planning resources are assigned on
a job without considering the competition for the
resources from other jobs. These may lead to
unrealistic and infeasible process plans; (b) Fixed
process plans may drive scheduling plans to end up
with severely unbalance resource load and create
superfluous  bottlenecks; (c) Process planning
emphasizes the technological requirements of a job,
while scheduling involves the timing aspects and
resource sharing of all jobs. If there is no appropriate
coordination, conflicting problems may be created. In
order to solve these problems, integration of process
planning and scheduling processes have been
introduced.

Various technologies that address solutions for
integrated process planning and scheduling problems
can be found in the literature. Over the years new
methods have been added to the traditional
technologies, and one of them is agent-based
methodology together with the multi-agent systems
(MAS). Karageorgos at al. [2] used agent-based
approach for supporting logistics and production
planning. They developed extended contracting
protocol which took into consideration availability and
cost of logistic service. Integration of agent-based
modeling and particle swarm algorithm in flexible
process planning was presented in [3]. Wong et al. [4]
developed and compared hybrid-based multi-agent
system with the evolutionary algorithms in order to
obtain better performance. In the last couple of years

more and more authors are focused on the integrated
process planning and scheduling in the dynamic
environment. The previous group of authors [5]
published their research in which a hybrid-based multi-
agent system and Online Hybrid Agent-based
Negotiation was used in the dynamic environment
under influence of two types of disturbances: part
arrival and machine breakdown. He et al. [6] presented
a hierarchical agent bidding mechanism that is
particularly designed for Make-to-Order manufacturing
system. Their goal was to enhance the operational
flexibility of manufacturing system in the dynamic
business environment.

The aim of this paper is to create multi-agent model
that will be capable for performing process planning,
scheduling and manufacturing of parts in real time. The
remainder of the paper is organized as fallows. Section
2 provides problem formulation. In Section 3
definitions and basic characteristics of multi-agent
systems are denoted together with the description of the
proposed multi-agent architecture. In Section 4
experimental results are presented, while conclusion is
shown in Section 5. Section 6 addresses
acknowledgements. Section 7 covers references of the

paper.
2. PROBLEM FORMULATION

Integration of process planning and job shop
scheduling represents a non-polynomial (NP) problem.
Guo et al. [7] defined the problem as: "Given a set of n
parts which are to be processed on machines with
operations  including alternative = manufacturing
resources, select suitable manufacturing resources and
sequence the operations so as to determine a schedule
in which the precedence constraints among operations
can be satisfied and the corresponding objectives can
be achieved". In other words, a goal is to process
certain number of parts on a predefined number of
machines and other resources. Inputs of the system are
alternative process plans for each part. These
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alternative plans import flexibility into the problem.
There are three different types of flexibility connected
with the alternative process plans: operation or routing
flexibility, sequencing and processing flexibility. The
first one defines the possibility of performing one
operation on alternative machines with different
processing time. Interchanging the sequence of the
required operations is defined by the sequencing
flexibility. Processing flexibility provides alternative
operations or sequences of operations for the same
manufacturing feature. Various representation methods
are used for describing these flexibilities, but in this
paper the AND/OR network is used [8]. Example of an
alternative process plans presentation is shown in the
Fig. 1.
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__—Number of operation

~Alternative machines

]

——Processing time
S e

-

5609
38 4110

3 6 8 4810
47 12 32 25 424925
G
(Fi
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Fig. 1. Alternative process plans for a part [9]

Process planning and scheduling can be conducted
in a static and dynamic environment. Static process
planning and scheduling problem assumes that all the
parameters are known before the start of the process,
i.e. number of parts that need to be processed is known
at the starting point. In this paper, the dynamic problem
is discussed. The stochastic new part arrival is
introduced as a dynamic event. Since the decision
making is decentralized, the main objective is to find
minimum operational time for each operation and for
every part. In order to fulfill this objective and meet
previously defined constraints in process planning and
scheduling, several assumptions must be made. The
assumptions are as follows:

« Setup time is included in the processing time;

» Only one operation of one part can be processed
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at the time;

 Each machine can only handle one job at the time;

 Every job is independent and each time the job
order is launched the auction process for the best
processing time must be conducted;

» All machines are available at the start of the
simulation;

* Transportation logistics and transportation times
are not considered;

3. PROPOSED MAS ARCHITECTURE

Multi-agent systems are formed by a network of
computational agents that interact and typically
communicate with each other [10]. Proposed MAS
architecture consists of four agents: part and job agents,
machine agent, and optimization agent. Model is
created and implemented in the AnyLogic software.

3.1 Part and job agents

Part and job agents are physically modeled as a two
separate agents, but logically can be observed as one.
Part agent is used to represent parts that need to be
manufactured in the shop floor. Job represents an
operation that needs to be processed. Part agent
contains information about part number, part ID,
current status, current processing time and machine 1D
that is performing the operation. All agents, and
therefore the part agent too, are modeled using state
chart diagrams.

Part agent has one entry state, one final state and
several intermediate states. Upon arrival, part agent is
based in the entry state which is the state of a demand
for processing. In that state part agent generate a job
agent which represents an order for an execution of an
operation. Job agent contains information about part ID
and operation that needs to be processed. After the
order sending, a part agent stays in the initial state
waiting for the results of a bidding process.

Intermediate states are used to represent alternative
process plans. Each state represents an operation.
Transitions are used to model the precedence between
operations. Conditions are used to denote alternative
process routes. Part agent goes from initial to one of the
intermediate states based on status and machine that
performs operation. Machine is assigned to an agent
after the successful finish of auction process.
Assignment is a trigger for a movement from initial
state to one of the intermediate states. When operation
is in progress, part agent has an information about
machine 1D and corresponding processing time
obtained through the bidding process. After the
operation, agent update its status and goes back to
initial state while information about machine ID and
processing time is turned to null.

Final state represents finished part. Part is in final
state when one of the process plans is applied in full.
Tracking changes on the part is conducted using status
indicator.

3.2 Machine agent
Machine agent is used for modeling machines.
Characteristics of each machine are presented through
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Fig. 2. Communication among agents in the proposed MAS architecture

several parameters: machine 1D, processing times for
every operation that can be performed on that machine,
current processing time, part ID and part status.
Machine agent has circular state chart diagram. The
diagram contains three different states connected with
the transitions.

Entry state of a machine agent is idle state. In that
state machine is not active. ldle machines wait for the
auction call.

State that follows the auction call is bidding state.
Only eligible machines can take part of the auction.
Obtaining the call, machines start with the bidding
procedure. Machine bids with the corresponding
processing time based on the job that needs to be
performed. Agent stays in the bidding state as long as
auction is open. If machine’s bid is the best bid,
machine will get the acceptance note. If not, machine
will be rejected. Rejected machines go back to initial
state. Accepted machine receives the part ID and leaves
the bidding state.

Working state is the next state in the state chart
diagram. Accepted machine goes from bidding to
working state and during this transition sends a
message with its ID and processing time to the part
agent whose operation will be performed on the
machine. When operation is finished the machine
receives information from the part agent and goes back
to idle state.

3.3 Optimization agent
Optimization agent uses  process  centric
methodology to: (a) enable proper communication

between agents, (b) coordinate auction process, and (c)
find the best offer in the bidding process.

Receiving a job order, optimization agent sends
auction calls to all machines that are eligible for the
job. Only idle, eligible, machines can answer the call.
Optimization agent collects all bids into a list of bids
and, after the auction is closed, starts with the
evaluation. The main evaluation criterion is the
minimum processing time for the job. When the
minimum is reached, the agent sends acceptance note
to the corresponding machine agent and rejects all other
machines. If there are no bids for the job, the
optimization agent informs the part agent about the
case. Part agent launches the order again. This
communication among agents, together with the
optimization process is graphically interpreted in the
Fig. 2.

4. EXPERIMENTAL RESULTS

Feasibility and usability check of the proposed
model is conducted in the AnyLogic simulation
software. Part with the alternative process plans
presented in the Figure 1 is introduced in the shop floor
in a stochastic manner in order to simulate dynamic
environment. Agents had no prior information about
arrival of parts. Several experiments were conducted.
In the first one only one part arrived at the 3 unit of
time. In the second one, parts arrived at the 3", 13"
30™ 49" and 60™ unit of time. In the last experiment
10 parts arrived in the following order at: 3", 5™, 13"
22", 30", 36", 49", 53", 60", and 75" unit of time.
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Obtained makespans are presented in the Table 1.
Routings for the first experiment, and Gantt charts for
the second and the third experiment are presented in the
Fig. 3, respectively.

Timeline of arrivals Makespan
Experiment 1 3 119.2
Experiment 2 313304960 254.2
Experiment3 | 351322 303649536075 366.7

Table 1. Experimental results
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Fig. 3. (a) Part routing; (b) Gantt chart for Experiment
2; (c) Gantt chart for Experiment 3.

5. CONCLUSION

The paper presents multi-agent model for the
dynamic integration of process planning and job shop
scheduling. The model consists of four agents: part and
job agent, machine agent and optimization agent.
Process centric negotiation protocol included in the
optimization agent is used to gain objectives of the
problem and coordination of a decentralized decision
making. Proposed model was implemented and verified
in the simulation environment using AnyLogic
software. Experiments were conducted and the results
show that the proposed model is usable in the dynamic
environment for integrated process planning and
scheduling. Future work will include rescheduling
methods upon disturbance caused by a machine failure.
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Abstract: Obtaining an optimal process plan according to all alternative manufacturing resources has become very
important task in flexible process planning problem research. In this paper, we use a novel nature-inspired
algorithm called Ant Lion Optimizer (ALO) to solve this NP-hard combinatorial optimization problem. The network
representation is adopted to describe flexibilities in process planning and mathematical model for the minimization
of the total production time and cost is presented. The algorithm is implemented in Matlab environment and run on
the 3.10 GHz processor with 2 GBs of RAM memory. The presented experimental results show that the proposed
algorithm performs better in comparison with other bio-inspired optimization algorithms.
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1. INTRODUCTION

Computer Aided Process Planning (CAPP)
represents one of the most important research
directions in Computer Integrated Manufacturing
(CIM). It was developed at the end of the 20" century
for the purpose of integrating computer aided design
(CAD) and computer aided manufacturing (CAM). Its
aim consists of determining detailed methods for
manufacturing a part economically and concurrently
starting from the initial phase (drawing of the finished
part) up to the final phase (the desired shape of the
finished part).

As opposed to traditional manufacturing systems,
most jobs produced in today’s manufacturing systems
may have a large number of alternative process plans
due to the variety of alternative manufacturing
resources. This problem is NP hard (non deterministic
polynomial optimization problems) which means that
time exponentially increases with increase of
alternatives. Conventional nonheuristic methods are not
able to find optimal solution for this combinatorial
problem. In recent years metaheuristic algorithms have
been used as primary techniques for obtaining the
optimal solutions of process planning problem. Some
of the most popular algorithms in this field are: genetic
algorithms (GA), genetic programming (GP), simulated
annealing (SA), tabu search (TS), swarm intelligence
(ant colony optimization (ACO), particle swarm
optimization (PSO)) or hybrid algorithms.

Li et al. [1] proposed GP-based approach to
optimize flexible process planning with minimum total
processing time as criteria. Network representation was
adopted to describe flexibility of process plans and
efficient genetic representations and operator schemes
were also considered. Using the same optimization
objective and representation, Shao et al. [2] presented a
modified GA-based approach for generating optimal
and near optimal process plans. Lv and Qiao [3]
proposed new approach called cross-entropy (CE) to
optimize flexible process planning. They used

AND/OR network to represented flexibility of process
planning and established mathematical model for
minimization of total processing time and total cost.
Hybrid GA-SA algorithm used to solve flexible process
planning problem with the objective of minimizing the
production time was presented in [4].

Although these algorithms are able to solve
optimization problems, the so-called No Free Lunch
theorem [5] allows researchers to propose new
algorithms. This paper proposes a new algorithm called
Ant Lion Optimizer (ALO) as an alternative approach
for solving flexible process planning problem.

The structure of this paper consists of the following
sections. In the Section 2 we briefly introduce a flexible
process planning problem and describe its
representation. Mathematical model of the problem
with two objective functions is formulated in Section 3.
Section 4 outlines ant lion optimization concept.
Section 5 shows comparative results and Section 6
gives concluding remarks. Finally, acknowledgements
and references are stated in Section 7 and Section 8,
respectively.

2. FLEXIBILITY AND REPRESENTATION

2.1 The flexible process planning problem

In this paper, we consider the following types of
flexibility for process planning optimization: machine
flexibility, process flexibility, and sequencing
flexibility. Machine flexibility relates to the possibility
of performing one operation on different alternative
machines, with various processing times and costs.
Process flexibility refers to the possibility of producing
the same part in different ways with alternative
operations or sequences of operations. Sequencing
flexibility implies the possibility to interchange the
ordering of required manufacturing operations.

2.2 Representation of flexible process plans

The flexible process plans representation consists of
the information about alternative machines, processing
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times, operation sequences, and all the operations
needed to manufacture the part. Networks, Petri nets,
OR network [1, 2], AND/OR network graphs [3] are
some of numerous representation methods used to
describe aforementioned types of flexibilities.
AND/OR network methodology, described in details in
literature [1, 2, 4], is employed to represent flexible
process plans.

3. MATHEMATICAL MODELING OF
OPTIMIZATION PROBLEM

In this paper, minimization of the total production
time and total production cost are two objectives of the
optimization problem to be considered. Production time
is the one of commonly used minimization criterion in
process planning optimization (see e.g. [1, 2]). In this
research production time comprises processing time
and transportation time.

Processing time (TW) is the time needed to machine
a material under some operation(s) and can be
computed as:

M=jwan W

where n is the (total) number of operations in process
plan, TWI(i,j) the processing time of operation i on the
alternative machine j.

Transportation time (TT) is the time spent for
transport of raw materials, goods, or parts between
machines and can be computed as:

ﬁ=§ﬁWHJmiM) )

where TTI(i,j1),(i+1,j,) is the transportation time
between the alternative machine j; and j, for two
consecutive operations.

The total production time (TPT) is defined as:

TPT =TW +TT 3)

The production cost is another criterion commonly
used to select flexible process plans and to
quantitatively measure its quality. The total production
cost contains the machine cost and the machine change
cost, where each cost factor can be described and
computed as follows.

Machine cost (MC) is the total cost of the machines
selected in flexible process plan and it is computed as:

MC = Z MCI. @)

where n is the total number of operations and MCI; is
the predetermined machine cost index for using
machine i, which is a constant for a particular machine.

Machine change cost (MCC) is required to be
considered when two consecutive operations are
performed on different machines, and it can be
computed as:

MCC = MCClI xig(mm—mi) )

126

where MCCI is the machine change cost index and M;
is the identity of the machine used for operation i.

All this costs are included in the total cost (PC)
according to the following equation:

PC = MC +MCC (6)
4. THE ANT LION OPTIMIZER

Antlions belong to group of insects in the family
Myrmelentidae. The two main phases of the antlions
lifecycle are larval stage and adult stage. The antlion
larva is often called "doodlebug™ because of the trails it
leaves in the sand while looking for a good location to
build its trap, see Fig. 1. During the process of hunting,
antlion makes funnel pits in soft sand and then waits
patiently at the bottom of the pit, Fig. 2. Slipping to the
bottom, the prey is immediately seized by the antlion.
Or, if prey attempts to escape from the trap, antlion
throw sands towards the edge of the pit to slide the pray
into the bottom of the pit. By throwing up loose sand
from the bottom of the pit, the larva also undermines
the sides of the pit, causing them to collapse and bring
the prey with them. Mathematical modeling of the
behavior of antlions and ants is given in the following
section [6].

Fig. 2. Hunting behaviour of antlions [8]

4.1 Operators of the ALO algorithm
Random walks of ants when searching food in
nature can be described as follows:

X (t) =[0,cumsum(2r(t,) —1), cumsum(2r(t,) -1),...,

(@)
cumsum(2r(t,) —1)]

where cumsum calculates the cumulative sum, n is the
maximum number of iterations, t shows the step of
random walk, and r(t) is stochastic function defined



according to the following equation:

(D) = (Lif rand >0.5 @)
- %) if rand <0.5

where t shows the step of random walk and rand is a
random number generated according to uniform
distribution in the range [0,1].

The position of ants is presented with the matrix:

EA; A, A, E
e A A
BA: A A

where Mgy is the matrix for each ant position, A;j
present the value of j-th variable of i-th ant, n is the
number of ants, and d is the number of variables.

Fitness function of each ant is saved in the
following matrix Moa:

0 (As A ALD D
A Ay Ay DE
O : O

MOA = (10)
O ' O
B (AL A2 ADE
where f is objective function (see eq. (3) and (6)).
AL, AL, . AL,D
M _fLy AL, ... AL, 1)
Antlion — O: .. |
gﬁl‘n,l ALn,Z ALn,d E

where Manion 1S the matrix for each antlion position,
AL,;; present the value of j-th variable of i-th antlion, n
is the number of antlions, and d is the number of
variables.

Analogously, fitness function of each antlion is
saved in the following matrix Mo, :

01 (AL AL AL D
_ Elf ([AL,,, AL,,,... AL, 4 D 0O

OAL T [ O
5 (AL, AL, ... AL, DE

(12)

In order to keep random walks of ants inside the
search space, they are normalized using the following
equation:

— (Xut -3)*(d; _Cit)

ST (49

where a; is the minimum of random walk of i-th
variable, b; is the maximum of random walk in i-th

variable, c;is the minimum of i-th variable at t-th
iteration, and d; is the maximum of i-th variable at t-th

iteration.
Mathematical modelling of ants trapping in antlion’s
pits is given by the following equations:

¢; = Antlion] +c' (14)

di = Antlion| +d' (15)

where c'is the minimum of all variables at t-th iteration,
d' is the maximum of all variables at t-th iteration, and

Antlion‘j is the position of the selected j-th antlion at t-

th iteration.

Antlion’s hunting capability is modelled by fitness
proportional roulette wheel selection. The mathematical
model that describes the way how the trapped ant slides
down towards antlion is given as follows:

t
¢ = CT (16)
t
d'= dT 7
where | is a ratio calculated as:
| =10 E—l_lt_— (18)

where t is the current iteration, T is the maximum
number of iterations, w is the constant that depends on
current iteration as follows:

O2if t>04T

Usif t >05T
w=[#if t>0.75T (19)

55 if t>0.9T

b if t>0.95T
Finally, elitism is applied in the following way: the
best antlion in each iteration is considered to be elite. It
means that every ant randomly walks around selected

antlion and has position according to:

R, +RL

Ant! = (20)

where Rj is the random walk around the antlion

selected by the roulette wheel at t-th iteration, and R; is

the random walk around the elite antlion at t-th
iteration.

5. EXPERIMENTAL RESULTS

In order to evaluate the performance and illustrate
the effectiveness of the ALO approach, the algorithm
procedure is coded in Matlab software and
implemented on a personal computer with a 3.10 GHz
processor. In this experiment, job 1 (see Fig. 3) is
considered and the transportation time between the
machines is given in Table 1. The parameters of
algorithm are set as follows: the size of the population
is 40 and the number of iterations is 30. The
optimization objective is to get an optimal operation
sequence that results in minimum production time (eq.
(3)) and cost (eq. (6)). Fig. 4a illustrates the
convergence curves for the GA, hybrid GA-SA, PSO,
and ALO algorithm and Fig. 4b shows error bar plot of
production time after 10 runs. The obtained optimal
sequence according to minimal production time is
(1,2)-(5,3)-(8,7)-(9,8), TPT=117, and according to
minimal production cost is (1,2)-(5,3)-(8,7)-(9,8), TPC
= 545.
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Fig. 3. Alternative process plans network [3]

machine 1 2 3 4 5 6 7 8
1 0 3 7 10 3 5 8 12
2 3 0 4 7 5 3 5 8
3 7 4 0 3 8 5 3 5
4 10 7 3 0 10 8 5 3
5 3 5 8 10 0 3 7 10
6 5 3 5 8 3 0 4 7
7 8 5 3 5 7 4 0 3
8 12 8 5 3 10 7 3 0
Table 1. Transportation time between machines [3]
machine | My | My | My | My | Ms | Mg | M; | Mg
cost 30 | 10 | 30 | 40 | 100 | 60 | 10 | 15
MCCI 160

Table 2. Machine cost and machine change cost
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Fig. 4. (a) Comparison of the GA, hybrid GA-SA, PSO
and ALO algorithm; (b) Error bar plot of
production time

6. CONCLUSION

In this paper, new approach based on Ant Lion
Optimization (ALO) algorithm is proposed to optimize
combinatorial NP-hard flexible process planning
problem. The network representation method is
adopted to describe process flexibility, sequencing
flexibility, and machine flexibility. The main steps of
ALO algorithms are implemented on process planning
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problem. The performance of the presented ALO
algorithm are verified and evaluated in comparison
with the results obtained with GA, SA, and PSO
standalone algorithms as well as hybrid GA-SA
algorithm. Experimental results indicate that the
proposed algorithm performs better in comparison with
other bio-inspired optimization algorithms.
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FLEXIBLE TECHNOLOGY
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AN EXTENDABLE CAPP KNOWLEDGE MODEL AND RULE-BASED METHOD OF
PROCESS SELECTION FOR DIFFERENT MANUFACTURING FEATURES

Abstract: In this paper we demonstrate methodology to extend the manufacturing knowledge by introducing new
featuresinto a CAPP model known as IMPlanner. An IMPlanner model was initially capable to map Hole, Pockets,
Rectangular Sot and Feature sets/Feature instances from feature based design (CAD) model and used rule based
reasoning in Jess to generate manufacturing operations for those feature types. Two kinds of rules are used for
process selection: specific rules, where knowledge is coded into rules and facts, and general rules in whcih
knowledge is imported from external files, and rules govern only reasoning procedure in flexible way. Both kinds of
rules are explained and illustrated on examples. This paper then agpplies the same methodology but for extended
types of features: Ball End Sot, Bull End Sot, and Chamfer. The methodology includes mapping of these design
features into manufacturing features, developments of feature processing rules in Jess and finally generation of
manufacturing processes for different dimensions of slots features along with respective machines and tools. The
current methodology has been integrated with the Semens NX CAD system and it has been developed into
IMPlanner. The manufacturing parts having these new features have been verified in the IMPlanner prototype and

satisfactory results have been achieved.

Key words. CAPP, process planning, manufacturing features, process selection, rule based systems.

1. INTRODUCTION

Computer Aided Process Planning (CAPP) is
critical gap between Computer Aided Design (CAD)
and Computer Aided Manufacturing (CAM). From
CAD model CAPP basically extracts the necessary
information such as geometry of the workpiece,
manufacturing features in the part, geometrical and
dimensiona tolerances in order to find appropriate
processes, machines and tools required to manufacture
the given part. Thus CAPP is the tool which generates
the set of sequence of the manufacturing instructions
needed to manufacture the part with a good quality.
This paper describes the work done on automated
process selection for different manufacturing features
in an existing CAPP prototype known as IMPlanner
(Intelligent  Manufacturing Planner). Section 2
describes the previous work done on process planning
with focus on process selection research. Section 3
describes the methodology which includes 1M Planner
framework, knowledge model, and both specific and
general rules Section 4 explains procedure for
extending reasoning for new features and section 5
describes a case study results. Section 6 concludes the

paper.
2. PREVIOUSWORK

Research in Computer aided process planning
(CAPP) has been reported in numerous papers in last
decades. The review of knowledge-based systems that
includes more than 50 prototypes is given in [1] while
more recent reports present new approaches like
distributed process planning [2], CAPP as integration
tool [3], or CAPP in the context of virtua

manufacturing [4].

Process selection is that part of the process-planning
task in which a set of alternative processes is selected
for agiven feature [1]. The process selection module of
a CAPP system verifies the process if it can satisfy
tolerance, dimensional and surface requirements for
considered feature either completely or partialy. This
module should select multiple processes for generating
a feature when no one process can completely
manufacture the required feature. It usually estimates
the time and machining cost involved for the selected
process.

There are three levels of process knowledge:
universal level, a shop level and a machine level [6].
The universal level disregards the knowledge specific
to a process or machine shop. This kind of information
is available in handbooks and is used when specific
details of a process are not available. In the shop level
the specific machine or cutters are considered to predict
the required accuracy. The machine level takes into
consideration only capability applicable to a certain
machine. This knowledge isimportant for selecting the
specific machine to perform a specific process. This
paper takes into consideration only the universal level
for the system, however, the approach is flexible
enough to take any detailed information in a specific
format.

Process selection has been part of many research
efforts as a required component for any CAPP system.
Specific research results that address process selection
are described below. Paper [7] presents the selection of
hole making operations using hierarchical abstraction
and backward reasoning. While the paper described an
iterative algorithm for selection of multiple processes
for holesit did not address the position of the algorithm
within integrated CAPP system. The paper describes
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automated process planning system that focuses mainly
and only on hole manufacturing. Process selection for
hole making and milling and building of appropriate
knowledge bases are topic of the papers [8] [9] [10].
Authors implemented isolated rule based system to
verify and test knowledge base for both hole making
and milling. Knowledge base from [9] is so far most
comprehensive collection of process capabilities of
hole making operations and it has served as primary
knowledge source in our work. Work described in [5]
presents an integrated approach for inclusion of process
selection into overall process planning and optimization
system.

Most of reported research papers encode process
knowledge into implementation language, making
knowledge base extensions and/or modification of
reasoning rules in such systems very difficult if not
impossible

3. METHODOLOGY

This section describes development of a rule based
the methodology in process selection for the
manufacturing of part features. The section starts with
an explanation of the IMPlanner [13], a CAPP system
which is a platform for research in manufacturing
planning, intelligent manufacturing integration, and
knowledge management in process planning. Then we
explain CAPP Knowledge model and two modes of
rule based process selection: specific rules, and general
rules

3.1 IMPlanner System

IMPlanner system [13] is a CAPP knowledge-based
framework built for the purpose of providing
distributed and alternate process plans to process
manufacturing engineers to make their tasks more
flexible and efficient. The generated process plans
consists of aternate processes, machines and tools
needed to manufacture the specific part. IMPlanner
framework consists of manufacturing planning data
model, planning modules, and interfaces to external
applications. Data model consists of object oriented
representation of features, process and related entities
[14]. Important planning modules are feature mapping
module, process selection module, process network
module, setup planning module, simulation module,
and process visualization module. All modules in the
IMPlanner system are developed using object-oriented
modeling. Interfaces to external applications include
JINI and Java based interface to CAD and CAM
applications; interface to Jess, a rule based engine; and
XML interface for saving and retrieving process plans
in XML format. The architecture of an IMPInner
systemisshownin figure 1.

Processing of a part with IMPlanner starts with
importing a CAD model and mapping its design
features into manufacturing features. After that, rule
based process selection module runs in Jess to perform
selection of alternate processes for all features. In the
next stage, process plan network (PPN) generation,
aternate process candidates for features are clustered
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for tools and machines into the PPN, which is
optimized in order to select the best process plan,
which completes the core IMPlanner functionality.
IMPlanner supports several modules aimed in
integration of process plans into other manufacturing
planning functions, such as cell formation, scheduling,
FMS simulation, and process visualization. It has been
currently extended to include the module for setup
planning. IMPlanner currently interfaces with Siemens
NX for both geometry and operation interfaces using
both JNI and NX's Java interface.

ProcessPlan Model

Fig. 1. An Architecture of IMPlanner v2.0

Initailly, IMPlanner system was capable to map
prismatic features (hole, slots, and pockets). This
papers shows the extension of CAPP knowledge model
and rule based process selection by adding more
different features asit will explained in section 4.

3.2CAPP Knowldge M odel

CAPP knowledge model is basicdly a
representation of process planning data needed during
manufacturing  activities such as  sequencing,
scheduling etc. The benefit of the CAPP knowledge
model is such that it helps reduce the manufacturing
algorithm development time. The model can store
necessary data that will be required in manufacturing
planning functions. The components of the CAPP
knowledge model are manufacturing process model,
manufacturing planning object model, feature object
model, and process object model. In this section only
feature object model and process object models are
explained in details since the focus of the paper are
different features and the selection processes to
manufacture them.

3.2.1 Machining Feature Object M odel

Feature object model represents the hierarchy of the
machining features and relations between them (see
Figure 2). The main class of the hierarchy here is
MfgFeature. The class MfgFeature represents all the
common properties associated with all the features.
Common properties of al the features include feature
name, tolerance relations between them, aternative
processes, and feature precedence relations.



The major class MfgFeature is further extended to
different subtypes (machining features) such as Hole,
Sot and Pocket for prismatic parts that are considered.
At this level different data properties are associated
with each feature such as feature type, dimensions, and
tolerances. The feature object model aso supports
feature sets as common design tool in CAD systems.
Figure 2 represents the extended feature model taht
includes chamfer and several subtypes of dlots and their
inclusion will be expalined in Section 4.

ET
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Fig. 2. Machining feature object model
3.2.2 Machining Process Object M odel

Machining process object model is implemented in
object-oriented environment (Figure 3). In order to map
the knowledge representation about machining
processes, they are categorized based on their
properties. In Figure 3 MfgProcess is a major class
which carries all the common properties associated
with individual processes such as stock, workpiece, and
feature references, cutting parameters, tool type and
tool approach directions, and tool and machine
references.
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Fig. 3. Machining process object model

The class MfgProcess is extended into two classes:
HoleMaking which represents all hole making
processes and Milling as a superclass of all specific

milling processes. HoleMaking class is further divided
into CoreMaking, HoleStarting and Holelmproving
classes. The classes under Milling, CoreMaking,
HoleSarting and Holelmproving are the actual
machining processes (for example, Boring under the
class Holelmproving and SideMilling under the Milling
class). Therefore, SdeMilling process represents the
specific process information for side milling process
and also inherits all properties of MfgProcess and
Milling.

MfgProcess class has GUI (Graphical User
Interface) components to show information about
machining processes as well as graphical interface to
display a process.

3.3Rule Based Process Selection

Process selection is an integral part of the process
planning function where set of alternate process plans
are generated to manufacture the given feature. To
generate feasible alternate process plans for the given
feature, process selection module verifies process
capabilities with the sdtisfaction of GD&T
requirements as well as other parameters such as tool
and machine availability.

The IMPlanner system uses Jess rule engine [11]
for process selection. Jessis developed in Javaand it is
a good tool for adding rules. Rules are basicaly IF-
THEN statements. |F part is the left side of the rule
known as antecedent and THEN part is the right side of
the rule and represent the action to be taken based on
the antecedent.

There are several reasoning areas for which rules
are developed in the IMPlanner system in different
phases of process planning. These areas are given
below [16]:

1) Rules for feature precedence relation between them
based on spatial, quality and tolerance relation
between them. Feature precedence relation
represents the machining order of features.

2) Rules to decide the machining the processes to
manufacture the feature and create related
operations.

3) Rules for selection machines and tools from the
database for selected processes.

4) Rules for selection of resting face of workpiece
considering the fixturing and tool approach
directions constraints.

5) Rules for sequencing the processes based on the
feature precedence relations.

The rules in areas 2 and 3 belong to process
selection module. Rules in area 1 are related to feature
recognition and modeling while rules in areas 4 and 5
are related to setup planning and sequencing. Rules in
areas 1, 4 and 5 are out of scope of this paper.

We have implemented two sets of rules: a) specific
rules, in which knowledge in coded into the rules, for
example tolerance requirements, b) genera rules, in
which the knowledge is loaded from externa files and
rules govern only reasoning in incremental process
selection.
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3.3.1 Specific Rules

Knowledge required in process selection represents
understanding of relations between  various
manufactring features, operations, tools and machines.
Those relationship may be represented as connections
between those points as shown in Figure 4. Feature has
two way connection with an operation which
corresponds to the knowledge of which operations are
capable of making a particular feature shape, for
example drilling can make holes.

Operation has a two way connection with machines
and tools, which represents facts that the operation
needs the tool to make a shape, and it needs a machine
to provide kinematics of the process. Finaly, tool and
machine are also connected, which represents the fact
that tool's geometry has to be compatible with machine
toolhead.

Feature

Operation

7" "\

[ on ) " i

Fig. 4. Representation of relationshipsin
knowledgebase [17]

Relationships from Figure 4 need to be represented
in arule based process selection in some form, either in
rules or facts. To illustrate set of specific rule
implemented as RBPP module of IMPlanner we
represent and explain the rule for selection of
machining processes for dots, and the rule for selection
of toolsfor hole improving operations.

Therulein Figure 5 states that if there exists a fact
of template feature in a working memory of Jess with
name ?f1 which is atype of slot having status input and
the quality less than or equal to 30, then modify fact
identifier ?f status to process and assert new fact of
template operation. First fact of operation is end-
milling-dotting and second fact of operation is side-
milling and both the processes are linked to the feature
?f1. The feature ?f1 requires another set of processing
due to high quality (cut is double).

(defrule slot2.fine
?f < (feature (name ?f1) (type slot) (status input)

(quality ?quality&: (<= ?quality 30)))
==

(modify ?f (status process) )
(assert (operation (feature ?f1) (cut double)
(process end-milling-slotting)))
(assert (operation (feature ?f1) (cut double)
(process side-milling)))
)

Fig. 5. Rule for selection of manufacturing processes
for slots
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Figure 6 shows the rule to select the tool for
boring/drilling/reaming processes. It states that when a
feature ?f1 of diml ?d1l has an operation with (type)
process ?pl which is one of boring/drilling/reaming, it
is performed on machine ?ml and uses tool ?n2, when
there is atool whose name ?nl is different from ?n2, it
is used for the process ?pl and has diameter ?d2 equals
to ?d1, and the machine ?ml has the ?nl tool in the
tool list, and the tool ?nl has not been selected for the
feature, then assert another operation on feature ?f1 of
process ?p1 on machine ?ml and assign tool ?nl to it.

(defrule tool-rule-boring/drilling/reaming
(feature (name ?f1) (diml 2d1))
(operation (feature 7f1)
(process ?pl & boring | drilling | reaming)
(machine ?m) (tool ?n2 & ~nil) )
(tool (name ?n1 & ~?n2) (for-process ?p1)
(diameter ?d2&:(call Gtk epsilonEquals ?d1 2d2)))
(machine (name ?mi)
(tool-list $?tools& (member$ ?nl $?tools)))
(not (operation (feature ?f1) (process ?pl)
(machine ?m1) (tool ?n1)))
=
(assert (operation (feature ?f1) (process ?pl)
(machine ?mi) (tool 7n1)))

Fig. 6. Rule for tool selection for the specific process

We have implemented such rules for feature,
process, machine and tool combination for
manufacturing of prismatic parts and tested in on
collection of complex examples. In case if there are
changes in the knowledge for example if the
manufacturing a feature requires high quality then the it
requires further recoding of the rule. We will explain
method for expanding rule base later in section 4.

3.3.2 General Rules

Analysis of the rules shown in section 3.3.1 can
easily reveal that the knowledge is coded into the rules,
for example, in Fig 5. dot quality should be less than
30 and only two kinds of manufacturing processes are
considered. Any modification or extension requires
recoding of the rules. For those reasons we have
implemented another set of rules, general rules.

General rules address following issues not covered
by the specific rules:

a)Complete tolerance and process capability
consideration,  with  incluson  of GD&T
specifications,

b) Process precedence and preference relations,

c) Verification of process capabilities and selection of a
set of processes for a single feature when required by
tolerances.

Complete tolerance consideration is enabled by
adding tolerance object model that includes al GD&T
specifications and representing some features as
tolerance datum. Process capability is include in the
form of process capability file (an external XML file
which contains details of process capabilities) defined
from data reported in [15].



Process precedence and preference are represented
as an external XML file which is loaded into rule
engine database (facts) before reasoning starts.
Illustration of process precedences for hole making
operations is shown in Fig 7 (from [15]). Figure 7
shows that there may be up to five hole making
operation in order to manufacture a hole of desired
quality. Some of those operation may be optiona (eg,
spot drilling depends on the hole tolerance, while core
making depends on the fact that hole is precast or not).

STARTING Center drilling Spot drilling
SETS =27\~
7N TS PSRN
N A e e TS
. \\ _ =<, < “/§“ \\ \\\
- S ~~< ~
L PP AgEN LT TN~ -l Sss
¥ -7 e ' RO | Tvesa Ta
MAKING Twist drilling Spade drilling End drilling Gun drilling
Boring Precision boring
IMPROVING
Reaming
FINISHING Honing Grinding

----+ Optional precedence
— Required precedence

Fig. 7 Hole making precedence

Selection of a set of processes for asingle featureis
accomplished by implementing rules that consult
precedence facts loaded into rule engine from external
file. The rules follow incremental process selection
which is based on complete or partial satisfaction of
reguired tolerances. The illustration of this approach is
shown in Fig 8, which shows a rule for selecting
manufacturing process in case that it completely
satisfies required tolerances.

(defrule - SelectHMProcessCompleteMatch
?h <- (Hole (mayBeMachinedBy ?mbmb)
processes ?processList) (OBJECT ?0)
(featureName ?fName) (partModel ?part))
?pc <- (ProcessCapability (name ?processName)
(OBJECT ?pcOn))
?nf <- (Hole (OBJECT ?nfOhyj) )
?do <- (ProcessFeatureRelation (oldFeature
?jh)(newFeature ?nf)(processCap ?pc)(status 1) )

"W

(modify ?do (status 5))
(bind ?processinstance (createProcessinstance 7jh
?processName))

(addProcessToPart ?part ?processinstance)

(retract 2nf)

)

Fig. 8 Rule for a complete match [16]

The Rule in Figure 8 for process complete match
explains that “For hole ?jh, process capability ?pc for
process ?processName, and process/feature relation
with status of 1 (COMPLETE MATCH), modify the
process/feature relation status to 5 (SOLVED), create a
new process instance of the ?processName class on
feature ?jh, add this instance to the part ?part, and

delete (retract) the in-process feature ?nf . It can be
observed that all template slot values are represented as
variables, which signifies a general rule on facts that
are generated from an external file.

4. MODEL EXTENSIONS

IMPlanner and its RBPS (process selection modul€)
have been built to be extendable. The goal was that
new research can be applied and new machining
features and manufacturing processes can be added
within unchanged framework.

In this section we illustrate this concept to extend an
existing CAPP model by adding several new features
and rules in order to generate alternate processes and
related machine and tool data. The steps to include
model extension are as follows: CAD feature and
manufacturing feature definition, process planning
rules extension, and machine and tool database
extension.

4.1 Featur e Definitions

The design feature package is available in many
commercial CAD software such as NX, Solidworks etc.
Design feature package includes hole, slot, pocket,
chamfer, boss, groove, pad etc. Except boss and pad
features other features are manufactured by material
removal process while boss and pad add material in
design. The feature which are manufactured by material
removal process, are called as manufacturing features.
The features which add material in the design, are
called as design features.

Initidl IMPlanner has been extended to include
chamfer feature and several subtypes of dots. The
chamfer extension is described in [17] and in this
section we describe slot extensions.

Ball-end dlot and Bull-end dlot are the sub-classes
of feature dot. Ball-end and Bull-end dlots are
considered as manufacturing features since they are
manufactured by material removal process. Figure 10
shows the gemetric definitions of dot types.

<@——Slot Width
/Ball-End Slot
Bull-End Slot
/ /~Bottom Diameter and -
/ Slot Width |, ~Bottom Radius

Ball-End Slot Bull-End Slot

Fig. 10. Ball-End and Bull-End dot features

Ball-end slot has semicircular bottom where the
bottom radius is equal to half of the dot width. Bull-
end dot has U-shaped bottom where the bottom radius
of thisdot isless than the half of the slot width.

4.2 Process Planning Rules

When the CAD feature is mapped and the facts are
generated then process planning rules run on the facts
to find out processes, tools and machines required to
manufacture that feature. Different subtypes of dots
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have constraints on milling process and corresponding
tool in terms of geometry (bottom radius) and milling
subclasses are extended by necessary process classes.
Rules for new features (ot subtypes) are independent
of existing rules, but they operate in the same way. This
is illustrated by new rule for bal end slot. The rule
(Figure 11) shows that for the fact of template feature
with the name ?f1 which has a type of slot and sub type
value blind-open ball end dot with the status input, the
rule modifies ?f to status as process and asserts two
operations with process types ball-end-slot-end-milling
and ball-end-dot-side-milling respectively.

(defrule Process-Blind-Open-Ball-End-Slot
?f < (feature (name ?f1) (type slot) (status input))
(sub-type Blind-Open-Ball-end-Slot)
=
(modify ?f (status process))
(assert (operation (feature 2f1)
(process ball-end-slot-end-milling)))
(assert (operation (feature 711)
(process ball-end-slot-side-milling)))
)

Fig. 11. Rulefor selection of Ball-End slot processes

4.3 Machine and Tool Database

Existing CAPP system is extended by adding tools
and machine data for the selected processes or
operations. For instance, tools are added to the
knowledge base with its properties such as name,
material, number of teeth, for the process, diameter,
width, cost etc. In case of ball-end-slot-end-milling
processes the TC501 is selected since its tool diameter
(Figure 12) is equa to the slot width and in case of
ball-end-slot-side-milling, TC502 (Radius Slotter) is
selected since its width (w) (Figure 13) is equal to
twice of bottom radius.

!
d, d,
l N 8

Fig. 12. Ball-End Mill tool for Ball-End-Slot-End-
Milling Process (from [18])

— |--—w

i _.____J_T?.',__\_Hﬂ e A

Fig. 13. Radius Slotter for Ball-End-Slot-Side-Milling
Process (from [18])
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Once the TC501 and TC502 tools are entered into
database as facts, CAPP model looks for the machines
to be selected to perform the selected processes and
where the tools TC501 and TC502 are also members of
tool magazine in those machines. For instance,
CncVMillFast is in the database for the process ball-
end-slot-end-milling-process because it has T501 in its
tool magazine. The portion of the fact database that
corresponds to relations explained in Figure 4 between
tools TC501, TC502 and machine CnCVMillFast is
shown in figure 14.

We have created similar process selection rules to
generate processes for Bull-end slot which is shown in
figure 15.

Our CAPP system selects the tools for the selected
operations. Tool TC501 is selected for the bull-end-
slot-end-milling process where diameter of the tool T1
is equal to the width of the slot. Tool TC502 is selected
for the bull-end-dot-side-milling process where width
(w) of the tool is equal to the dot width. The next step
is to select machines such that they suffice two
congtraints and those are: compatible to the selected
process and have selected tools in tool magazine of the
selected machines.

Tool Data

(assert (tool
(name T501)
(material carbide)
(for-process ball-end-slot-end-milling)
(diameter 4)
(length 5)
(life-cycle 200)
(cost )

Process Data

(assert (process
(name ball-end-slot-end-milling)
(machine CncWillFast)))

M achine Data

(assert (machine
(name CncWMIlIFast) (type mill)
(toolhead vertical)
(bed-size-x 54)
(bed-size-y 20)
(bed-size-z 10)
(setup-time 240) (power 4)
(mhandling-time 0.8) (speed-efficiency 1.0)
(tool-change-time 40) (unit-cost 1.3)
(tool-list T501 T601)))

Fig. 14. Knowledge extension for different slots

(defrule Process-Blind-Open-Bull-End-Slot
?f <- (feature (name ?f1) (type slot) (status input)
(sub-type Blind-Open-Bull-end-Slot))
==
(modify 2f (status process))
(assert (operation (feature 2f1)
(process bull-end-slot-end-milling)))
(assert (operation (feature ?f1)
(orocess bull-end-slot-side-millinad)))

Fig. 15. Rulefor selection of Bull-End slot processes




5. CASE STUDY

IMPlanner first maps the design features from a
CAD model into manufacturign features and then
executes the process selection module. Figure 16 and
17 shows the mapped features in an Integration panel, a
GUI module of the IMPlanner system.

[ERR) =1 ¢][2]ca=D]m

S [ - I

Fig. 16. Mapped Ball
object

Figures 16 and 17 show the graphical user interface
(GUI) of an Integration panel with 3D view of the part
model. The name of the mapped feature can be seen in
left panel while in the right window, wireframe of the
CAD model isdisplayed which has been extracted from
the Siemens NX CAD software. Once the features are
mapped, process planning rules are activated to select
the process plans for the mapped features. Figure 18
shows the fired rules for the mapped features.

Figure 18 shows: Fact f-0 is the information about
the stock or raw material such as dimensions, quality,
material and batch size. Facts f-1 to f-7 shows the
information about the feature, processes required for
the specific type of mapped feature, tools required to
manufacture the feature and machines which are
compatible to the processes and having desired tools.
Facts f-8 and f-9 shows the process plan. Fact f-8

shows, to manufacture ball-end-slot 1 feature which is
atype of slot feature, use ball-end-dot-milling with the
tool T501 on machine CncV MillFast. Fact f9 shows the
alternate process plan where it suggests to use ball-end-
side-milling process with the tool T502 on machine
CncVMillSlow. After the process plan is generated, all
the related information is sent back to the IMPlanner
system for visual aid.

BRI [<[=[1]s][9]¢[a]=] T =

fiow pint: sca 2510]_Rodspor

Fig. 17. Mapped Bull-End dot feature from CAD
object

6. CONCLUSION

Initialy, IMPlanner system was capable to map only
Hole, Slot and Pocket features but we have successfully
extended our CAPP knowledge model in order to map
different manufacturing features and these are chamfer,
bal-end and bull end dlot from the CAD model
designed in Siemens NX. This papers uses same
application that is Integration panel to fire the process
plans rules over the new mapped features to generate
alternate process plans. The existing CAPP model can
further be extended by adding other feasible processes
to manufacture Chamfer, Ball-end and Bull-end dots
features as well as different tools and machines.

Jess> (facts)

4) (dim3 10) (bottormRadius 2) (diam03 0) (status process))

cydle 200) (cost 15.0))

cydle 200) (cost 15.0))

T502))

T502))

£0 (MAIN::part (material CarbonSteel) (x-cim 8.0) (y-cim 8.0) (z-cim 6.0) (quality 20.0) (batch-size 50))
£1 (MAIN:feature (name ball-end-siotl) (type slot) (sub-type Blind-Open-Ball-end-Slot) (quality 30) (slope 0) (dim 4) (dirm2

f-2 (MAIN::process (name ball-end-slot-end-milling) (meachine CncVMillFast))
-3 (MAIN::process (name ball-end-slot-side-milling) (machine CncVMIllSlow)
f-4 (MAIN::tool (name T501) (material carbide) (for-process ball-end-slot-end-milling) (diameter 4) (width nil) (length 5) (life-

5 (MAIN:todl (name T502) (material carbide) (for-process ball-end-slot-side-milling) (diameter 10) (width 4) (length 5) (life-

-6 (MAIN::machine (name CncVMillFast) (type mill) (toolhead vertical) (bed-size-x 54) (bed-size-y 20) (bed-size-z 10)
(setup-time 240) (power 4) (mhandling-time 0.8) (speed-efficiency 1.0) (tool-change-time 40) (unit-cost 1.3) (tool-list T501

-7 (MAIN::machine (hame CncVMillSlow) (type mill) (toolhead vertical) (bed-size-x 54) (bed-size-y 20) (bed-size-z 10)
(setup-time 240) (power 4) (mhandling-time 0.8) (speed-efficiency 1.0) (tool-change-time 40) (unit-cost 1.3) (tool-list T501

f-8 (MAIN::operation (feature ball-end-slot1) (process ball-end-slot-end-milling) (machine CncVMilIFast) (tool T501))
-9 (MAIN::operation (feature ball-end-slot1) (process ball-end-slot-side-milling) (machine CncVMilSlow) (tool T502))

Fig. 18. Factsof Ball-End dot
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VERIFICATION OF A PROCEDURE FOR FEEDRATE SCHEDULING FOR
CONSTANT FORCE IN 2D MILLING OPERATIONS

Abstract: This paper presents a brief overview of the developed procedure for off-line optimization of CNC program. The
procedure refers to milling operations in plane z=const, using flat end mills. The goal of optimization is to create modified
version of part program, using feedrate scheduling, in order to keep desired milling force component on predefined value along
tool path. Detailed experimental verification of this procedure is carried out using a representative example and machining test.
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1. INTRODUCTION

Nowadays many research activities in the field of
CNC machining are clustered in a concept of Virtual
machining (VM) [1]. Besides function of readlistic
predictions of outputs of machining process through
simulation, extremely important function of VM is its
ability to perform off-line optimization of designed
process. Optimization criteria are different: keeping
constant cutting force, maximization of materia
removal rate, limitation of machining errors, chatter-
free machining, etc. The function of CNC program re-
planning in order to keep cutting force level constant
along tool path is partly implemented in modern CAM
software [2,3]. Very impressive results were achieved
through re-planning of tool path shape (trochoidal paths
and morphing spiral paths in pocket machining) in the
software. Such paths assume constant tool/workpiece
immersion on the whole path. Another way to keep
cutting force constant assumes re-planning of feedrates
along programmed path. In CAM systemsiit is achieved
through keeping constant material removal rate. A
number of published research results use more precise
and more demanding approaches which include milling
force prediction based on generated simulation model.

2. PROCEDURE FOR FEEDRATE
OPTIMIZATION

Simplified description of the procedure for off-line
feedrate optimization is shown in Fig. 1. Such
optimization procedure for milling operations in plane
(z=const), with flat end mills, with helical flutes and
arbitrary shape of stock material was developed [4].

Term adaptation refers to obtaining the feedrate
value which can guarantee keeping the desired level of
arbitrary milling force component in specific point of
programmed tool path, with predefined workpiece
material, cutter geometry, and configuration of tool
engagement (engagement map) in the point. Procedure
for feedrate adaptation has to be conducted in each
point of uniformly discretized tool path. Next step is
feedrate optimization along tool path. In this step,
adapted values are subject to modifications, according
to several additional criteria and re-discretization of

tool path with constant feedrate on each path segment
described by one block of optimized part program.

For arbitrary set of cutting parameters and
engagement map, instant and representative values of
milling force components can be identified. Instant
values of one force component assume its periodic
variation during one spindle revolution. Representative
value of this component can be obtained by extraction
of min/max/mean values from instant values. |mportant
building block of optimization procedure is a module
for reliable milling force prediction, as a part of step
K2 (Fig. 1).

Initial version of the \

Chosen force component and

its reference value Limiting values of feed/tooth
Szmin/Szmax

Uniform discretization of
programmed toolpath
<~
Feedrate adaptation in all points of @

part programm

Specific cutting
ol

|
@ : i
1)

i

Tool frame

attributes discretized toolpath

>

Feedrate optimization along toolpath
(rediscretization and generating of new NC code)

Stock model —

ty

Fig. 1. Basic steps in procedure for feedrate
optimization

Many authors [5,6] use procedure for feedrate
adaptation which has two steps. In the first step,
adaptation process for a given point on the tool path
assumes calculation of feedrate based on reference
force level Frs, and predicted force value Fyg for
initially programmed feedrate vso:

vAd — 20 oy ;ref ()
p(0)

This feedrate and spindle speed ngv result in a
feed/tooth value as input for new simulation of instant
force values (1 turn of cutter) for predicting appropriate
representative force value Fpay of a chosen force
component. Then, it is possible to obtain adapted value
of feedrate in the second step:

Ad(1)
VAd Z Ad(2) _\ Ad) (v&9® ~vg0) (Fres = Fg)) ©)
S S S
Fow ~Fo)
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3. AN EXAMPLE OF OFF-LINE FEEDRATE
OPTIMIZATION IN END MILLING OF PLANAR
CONTOUR

For illustration of functionality of the developed
program modules for off-line feedrate optimization, an
example of down milling of planar contour is presented
in this section. Pre-machined stock and machined part
are presented in Fig. 2.

NEEZY
N2 &
o Ve
& > 75 Jz
=H ey U
_JL_ 105) &y
AN 60
B PN
; %L
A 7
I\ )
@ 28

Fig. 2. Dimensions of stock (a) and machined part (b)
in representative example

Workpiece coordinate system, contour shape and
initial version (with constant feedrate) of the part
program are shown in Fig. 3.

% ®
:8021(S802NOSHED. TAP)

(CONTOUR $802 CONST. FEEDRATE)

N110 G54 G40 G49 G80 G90 GO0 HO0 Z-50. M5
N120 M0O

N130 (--END MILL16MM 3F HSSE—H16)
N140  G56 X0. Y0. BO.

N150  MO3 S840 F50

N160  G43 H16 Z30.

N170 GO X0. Y10.

N180 Z4.

N190 G1Z-8. F500

N200 M0O

N210 Y14. F191

N220 G3 X-9.899 Y9.899 R14.

N230 G1 X-19.799 YO.

N240 X-9.899 Y-9.899

N250 G3 X0. Y-14. R14.

N260 G3 X7. Y-12.124 R14.

N270 G1 X28. YO0.

N280 X7. Y12.124

N290 G3 X0. Y14. R14.

N300 G1Y10.

N310 GO Z30.

(G54 G40 G49 G80 G0 GO0 HOO Z-50. M5
M30

%

Fig. 3. Example of the feedrate optimization procedure
checking: part program (a), tool path (b), and
material volume which will be removed (c)

Workpiece material was AlZndMg2 (ENAW 7019)
with Rn=390MPa and hardness of 125HB. Tool was
DIN327 end mill, HSSE (8%Co) with 3 teeth,
D=16mm, helix angle 30° and rake angle 11°.
Clamping of tool: 1SO40/0Z52[016 collet. Measured
runout parameters of the cutter: p,=0.01mm, @=81°.
Experimentally identified specific cutting forces [4] for
given workpiece material and cutting geometry were:

[Kic Krg] =[ 1113.0 384.2] N/mm?,

[Kee Kre] =[11.111.6] N/mm.

Keeping constant value of the resulting milling force in
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xy plane - Fyy on the level of 800N, along the tool path,
was chosen as optimization criterion.

Form of the stock and shape of the tool path were
chosen to ensure rapid changes in cutting depth as well
as cutting width aong the tool path. Cutting
parameters, used in initia version of part program
(before feedrate optimization) are shown in Table 1.

a ns Vi Y b s09
[mm] [min?] | [mm/min] [mm] [mnvt]
min. 0 min. 0
max. 8 796 191 max 16 0.08

9 Programmed in initaial version of part programm
Table 1. Parameters of machining test

3.1. Feedrate adaptation

According to flow chart in Fig.1, it was necessary to
prepare stock model. This preparation assumes building
its Z-map model. Such map, made from STL-file
(exported from CAD program) of the stock is shown in
Fig.4. Values of other parameters of the procedure for
feedrate adaptation are shown in Table 2.

Toolpath discretization increment ALp [mm] 0.5
Increment of the Z-map base Am[mm] 0.5
Disc thickness of discretized tool ha[mm] 0.5
Increment for one turn simulation A6[°] 1.0
Reference force value, Fref [N] 800

Feed limits Szmin, Semax[MMVt] | [0.03, 0.25]

Table 2. Parameters of the procedure for adaptation of
the feedrate in points of dicretized tool path

50

- «/Ox[mm]

yiml <

.

207N P

-40 Xl.so

Fig. 4. Z-map of the stock for given example

Totally 250 points were obtained on tool path
through its uniform discretization with given increment
AL, Each of these points was a subject of feerdate
adaptation (1,2). This procedure assumes calculation of
appropriate feedrate which will keep milling force Fyy
on F« level, respecting lower s;min and upper level
s;max Of feed per tooth (Tab.2) and specific cutting
conditionsin this point.

Some details of this procedure for one point are
shown in Fig.5: obtaining tool engagement map (using
updated workpiece Z-map, tool attributes, instant
direction of feedrate vector and position of point),
obtaining enter/exit angles for each tool disc in
engagement map, and prediction of instant values of
milling forces through simulation in single turn of the
tool. This ssimulation has to be carried out two times:
for initial feedrate and for feedrate per tooth sAV
obtained from (1). It is enough to find required value



for A% (2). Lower diagram in Fig.5 shows predicted
instant values of milling force components for s,
s and finally for s,A%). Fig 6. shows adapted values
of feedrate in all points of discretized tool path, as well
as predicted values of representative force, before and
after adaptation.

SR s ® e

Fxp| Fyp Fxyp

S0 — —|—

sipdn

S| | [ —

Line: N230 Pos.(X/Y/Z): -15.911/3.888/-8.000 .
OOFx(min/max\'—283.8/425.7 Fy{minimax)=-773.3-296.6 Fxy(min/max)=365.9/800
I

Fig.5. An example of feedrate adaptation in specific
point of the tool path
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Fig.6. Programmed feedrate and feedrate after
adaptation (a) and predicted representative force
values (b) for programmed (constant) feedrate
and with adapted feedrates

3.2. Feedrate optimization along tool path

Optimization of feedrate along tool path starts
from calculated values obtained through adaptation
process in points of uniformly discretized path.
Keeping such discretization can lead to forming
enormously long code of part program and undesirably
frequent variation of feeedrate on short path segments
(high  acceleration/decceleration  and  unstable
operation). In this sense, optimization should have the
following steps:

S1. Filtration of feedrate values obtained in process of
its adaptation

S2. Rounding of adapted values of feedrate on discrete
values of scale with previously chosen increment
and aggregating subsequent path segments
(uniform discretization) of the same block of
initial program into longer segments with one

value of the feedrate (the first step of re
discretization)

S3. Second step of re-discretization with modified
values obtained in S2 in order to guarantee limited
accel/decel erations of machine servo axis.

Through the procedure of feedrate adaptation,
regarding initial description of tool path (program of
Fig.3a) and according to given parameters (Tab.2) the
re-discretization of tool path is carried out. According
to steps S1-S3 this re-discretization reduced number of
tool path segments from 250 (uniform discretization) to
55. These segments with assigned feedrates are shown
in optimized version of the part program (Fig.7) in
blocks from N200 to N740.

%

G54 G40 G49 G0 GO HO0 20. VB
MO0

N130 (- 16MM 3F HSSE-—H16)

N140 G56 X0. YO. BO.

N150 MO3 S796 F191

N160 G43 H16 Z30.

N170 GO X0. Y10,

N180 G1 Z-8. F200

N190 MOO

N200 G1 X0. Y14.000 F570

N210 G3 X-0.500 Y13.991 R14. F360
N220 G3 X-0.999 Y13.9643 R14. F180
N230 G3 X-7.987 Y11.4979 R14. F150
N240 G3 X-9.543 Y10.2436 R14. F120
N250 G3 X-9.899 Y0.8990 R14. F150
N260 G1 X-11.313 Y8.485 F150

N270 G1 X-12.374 Y7.424 F180

N280 G1 X-13.435 Y6.364 F210

N290 G1 X-13.788 Y6,010 F240

N300 G1 X-14.495 Y5303 F270

N310 G1 X-15.208 Y4.596 F300

N320 G1 X-16.617 Y3.182 F330

N330 G1 X-16.970 Y2.828 F180

N340 G1 X -19.799 YO. F150

N350 G1 X-16.970 Y-2.828 F150
N360 G1 X-13.081 Y-6.717 F180
N370 G1 X-12.020 Y-7.778 F210
N380 G1 X-10.960 Y-8.838 F240
N390 G1 X-9.899 Y-0.899 F270

NA00 G3 X-9.540 Y-10.247 R14. F330
NA410 G3 X-9.168 Y-10.581 R14. F390
N420 G3 X-8.784 Y-10.901 R14. F420

INA30 G3 X-8.389 Y-11.208 R14. F480
N440 G3 X0. Y-14.000 R14. F570
NA50 G3 X 0.500 Y-13.991 R14. F180
NA60 G3 X7.000 Y-12.124 R14. F150
NA70 G1 X8.7321 Y-11.124 F150
N480 G1 X17.392 Y-6.124 F120
NA90 G1 X19.558 Y-4.874 F150
N500 G1 X20.424 Y-4.374 F180
N510 G1 X21.723 Y-3.624 F210
N520 G1 X23.022 Y-2.874 F240
N530 G1 X24.321 Y-2.124 F270
N540 G1 X24.754 Y-1.874 F300
N550 G1 X25.620 Y-1.374 F330
N560 G1 X27.676 Y-0.187 F300
N570 G1 X28.000 YO. F270

N580 G1 X22.804 Y3.000 F120
N590 G1 X19.340 Y5.000 F150
NG00 G1 X14.143 Y8.000 F180
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N620 G1 X12.844 Y8.750 F240
N630 G1 X11.978 Y9.250 F270
N640 G1 X11.545 Y9.500 F300
N650 G1 X11.112 Y9.750 F330
N660 G1 X10.679 Y10.000 F360
N670 G1 X10.246 Y10.250 F390
N680 G1 X 9.813 Y10.500 F420
NB90 G1 X 9.380 Y10.750 F450
N700 G1 X8.947 Y11.000 F510
N710 G1 X8.514 Y11.250 F540
N720 G1 X7.000 Y12.124 F570
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M30

%

Fig.7. Part program after optimization of feedrates

along tool path

4. MACHINING TEST

Quality of the described procedure for off-line
feedrate optimization was proven through machining
test that was carried on the horizontal machining center
(HMC500/40, Lola Corp.). Components of
experimental  setup  were:  four  component
dynamometer with strain gauges (DY N3F1M-M83,
KaProM), two displacement sensors (W50, HBM), 4
amplifiers (KWS3082A, HBM), DAQ system
(cDAQ9174 + 9215 Voltage module, NI) and computer
with software for DAQ (LabView, NI). Workpiece was
clamped on the platform of the dynamometer (Fig. 8)

Fig.8. Stock (a), and machined contour (b), in
machining test
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Experimental setup allows acquisition of two
signals from dynamometer (force components along xw
and yw axes), as well as two signals of actual positions
xw and yy of machine servo axis. These four signals are
enough for reconstruction of changes of resulting
milling force Fy, aong tool path. Fig.9 shows
measured instant values of one force component (Fxw)
during machining of the contour, according to part
program from Fig.7. During experiment a chatter
vibrations occurred on some segments of the tool path.
It isshown in details (W1 and W2) in Fig.9.

0 5 10 15

s 20 30 35

Fig. 9. Instant values of Fxw milling force component

(signal from dynamometer) during machining of
the contour

Measured positions of machine servo axis (Xw, Yw)
during machining test in given example are shown in
Fig.10.
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Fig. 10. Measured positions of machine servo axis (Xw,
yw) during machining of the contour

All four signals were collected simultaneously
during experiment and alow generation of diagram
with distribution of representative cutting force along
the tool path. Such diagram is shown in Fig.11. Instant
values of milling force, in sample k, were obtained as:

Fry (K) = Fyy (K) = [ F20 (K) + F 2 (K) €©)
™~

800

F, xy(max),m
[mm/min]
=

P
N\ 20

-20

30 20

Fig. 11 . Distribution of F’xy(max,m milling force along
tool path, obtained from experiment

Representative values of milling force, extracted for
every spindle revolution were obtained as:

140

F)Zy(max),m (q) = maX{ ny,w (k)} (4)
k=(g-)mh,+qlhg, g=12,...
Integer ns denotes the number of samples that refer to

one spindle revolution. These values are assigned to
points on tool path with coordinates:

X (@) = %, (K), ¥4 (Q) = Y, (K), k=qlng 5

Diagram in Fig.11 is broken into two too Ipath
segments. These segments are shaded and they refer to
chattering which is not included in developed model for
milling force prediction.

5. CONCLUSION

This paper presents an example of experimental
verification of developed procedure for off line
optimization of NC program for a class of milling
operations. This optimization is based on feedrate
scheduling for keeping the constant milling force level.
Good quality of the procedure was shown through
machining test. In the trade-off between efficacy and
performances of the proposed procedure, arguments are
on the latter. Lower efficacy comes from the need of
simulation of forces on whole turn of discretized cutter
geometry in each point of uniformly discretized tool
path. Improvements, in this sense, are the subject of our
present research activities.
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PARTS DESIGN BASED ON MANUFACTURING FEATURES

Abstract: This paper presents a methodology of designing the parts based on manufacturing features. The aim of the
developed methodology is designing of solid model of part with additional information. Designing of parts is based
on developed Elemental Manufacturing Features (EMF). The system parameters which represent holders of
geometric, technological and other information are added to attributes of EMF. The developed methodology is
implemented as a software application that is integrated into the program system SolidWorks®©. Verification of the
developed methodology is executed on the example of designing of solid model of the hydraulic cylinder.

Key words. designing of parts, manufacturing features, attributes

1. INTRODUCTION

Computer aided design of product isrealizing in the
field of application of conventional modeling
technology and graphic interpretations of the products,
parts or assemblies. The result of conventional
modeling technology using a computer is a geometric
(solid) model of the product. The geometric model of
the product has a number of disadvantages which
severely restrict its use in downstream applications. It
is used in the process of detailed design of the product
and as input to the application for CAE (CAE - eng.
Computer Aided Engineering). Information needed in
other phases of product development (defining
reguirements, conceptual design, production scheduling
and preparation, realization of production, exploitation,
recycling and dismantling) are not contained in the
geometric model of the product.

The aforementioned problems of conventional
geometric modeling indicate the direction in which the
solution is; i.e. some macroscopic entities should be
available in explicit form in the mode. The
macroscopic or high-level modeling entities can
provide the hook needed by applications to store and
retrieve information. These entities of a higher level are
usually identified with entities that are called
manufacturing features. These types of features are
used in order to provide improvements over the
aforementioned disadvantages of the conventional
techniques of geometric modeling. Product/part design
at a higher semantic level, which uses manufacturing
features as entities of macro level, are called a
designing based on manufacturing features[1].

2. FEATURES

Most of definitions [2] characterize the features as
"entities of a higher semantic level, as opposed to pure
geometric elements, which are mainly used in solid
modeling."

Approach based on features has a direct relevance
and applicability in various production activities that
follow the design, such as process planning,
programming of computer numerical controlled

machines, product control, etc. [3]. Therefore, it is
useful to distinguish between different types of features
through their classification. Features, depending on
their application, can be roughly divided into: design,
structural or shape features, manufacturing features,
robotic features, assembly features, production features,
quality control features, fixture features and material
features [4]. According to Gindy [5], the classification
of features was carried out in three basic categories,
such as protrusions, depressions and surfaces. On the
other hand, Pratt and Wilson [6] proposed a
classification of features of explicit and implicit
features.

In this work, main attention is focused on the
procedure of designing of parts based on manufacturing
features.

3. MANUFACTURING FEATURES

Features used for the pure design of parts, often has
differ significantly from manufacturing features which
has to be used for process planning. The main
difference between design and manufacturing features
can be most easily seen if we observe the perspective of
the design process of the product which is shown in
Figure 1 [7]. Approach of part design from the
perspective of the designer (Figure 1b) is based on the
observation of part from the standpoint of its pure
design (modeling), while the approach of part design
from the perspective of a process planer (Figure 1c) is
based on the observation of part from the standpoint of
its manufacturing [7]. Accordingly, the manufacturing
features are most frequently associated with the
information relating to the volume of material that
needs to be removed from the raw material of part
using machining processes.

Through a development of information technology
it was created the different techniques for procedure of
part/product model design based on manufacturing
features. These techniques are divided on the basis of
whether the manufacturing features was extracted from
geometry (FfG - eng. Feature from Geometry), or
geometry is created from the manufacturing feature
(GfF - eng. Geometry from Features). FfG techniques
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are based on methods for the recognition of the
manufacturing features, while the GfF techniques are
based on methods for the design of parts based on the
manufacturing features[8] .
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Fig. 1. Different perspectives of part design

4. DESIGN OF PARTSBASED ON
MANUFACTURING FEATURES

Designing of parts with manufacturing features in
this paper is based on modeling of parts based on
Elementary Manufacturing Features  (EMF).
Elementary Manufacturing Feature (EMF) is a solid
model with unique geometry that makes a functional
unit in a manufacturing sense. Elementary
Manufacturing Features, in this paper, can be defined
as "elementary generic forms with which process
planners associate certain attributes, skills and
knowledge that apply when designing parts,” [9].

For the operation of milling, the Elementary
Manufacturing Features, are shown in Figure 2 and for
the drilling operations, EMF are shown in Figure 3.
Part modeling with EMF is based on the principle of
subtraction of EMF volume from the volume of the raw
material part.
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Fig. 3. EMF of milling
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I dea concept of design with EMF is based on ability
thaa EMF is ‘intelligent carrier (source) of
information." Implementation of this concept is carried
out by introducing and defining the attributes as part of
the data structure of the Elementary Manufacturing
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Features (Figure 4), in the form of parameters of EMF
that are contai ning:

e geometric,

e manufacturing and

e genera parameters.

Attributes of EMF
v
EMF parameters

]
N Geometrical \Jl—i—‘ i i i i
parameters m
parameters J U
Nr——————————
2
Ha] 2

——
Fig. 4. Thedatastructure of EMF
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The structure of the flow chart of the part design
based on EMF is shown in Figure 5. The condition for
the start of the part design is the previous generated
initial solid model of raw material of part with defined
overall dimensions and material, as a result of the
preliminary part design.

The designer begins the part design with the
selection of appropriate Elementary Manufacturing
Features from the library of the EMF. After the
selection of the EMF, design